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When the first edition of this book was published in the 1980s, clinical epidemiology was on the fringes of medicine. Patient-centered research, the kind that should guide patient care decisions, was poorly developed. Epidemiology was so separate from clinical medicine that we were told it would be a bad idea to include "epidemiology" in the title of a book for clinicians.

Now, clinical epidemiology is in the mainstream. Clinicians are more sophisticated consumers of research information. They have a far better understanding of how to find the best information and how to judge its validity and generalizability for themselves. Their efforts are now supported by an extraordinary array of clinically useful electronic databases, clinical practice guidelines, systematic reviews, articles selected for their scientific strength and clinical applicability, and courses in research methods and knowledge management. Many clinical practice guidelines are based on rigorous rules of evidence and provide a rationale for their recommendations, including grades for scientific strength. Editors of textbooks, such as UpToDate and ACP Medicine, now expect authors to incorporate into their chapters critical evaluations of evidence and models, quantitative descriptions of the benefits and risks of treatments.

The clinical research community has built clinical epidemiology into all phases of its work. Grants are judged by study sections guided largely by the principles described in this book. Serious clinical investigators in many different specialties are pursuing formal postgraduate training in research methods, often in departments of epidemiology. Research terms increasingly comprise the full range of expertise in design, measurement, and analysis that bears on their work. Clinical epidemiology is the language of journal review and "hanging committees" in which decisions are made about research results that should or should not be published and how the completeness and balance of articles can be improved. The National Library of Medicine now includes (in Medline searches) terms for methodologic strength, such as randomized controlled trial and sensitivity/specificity. In short, clinical medicine and epidemiology are making common cause. "Healing the sick" is what both White called it.

For these reasons, readers expect more from an entry-level textbook of clinical epidemiology than they did when earlier editions were published. We have made changes in this new edition to take these expectations into account. Many topics are covered in greater depth, such as the credibility of observational studies of treatment effects, gold standards for studies of screening test accuracy, Bayesian reasoning, and large simple trials. Systematic reviews (and meta-analyses when warranted) have become an especially powerful way of summarizing the results of individual studies, which often seem to disagree with one another. We cover systematic reviews more completely in this edition. We have added a new chapter on knowledge management (Chapter 13) to help clinicians cope more effectively and efficiently with the vast body of research results. In this chapter, we take into account clinicians' practical needs for rapid access to information and for delegating some of the responsibility of finding information and selecting and summarizing the best studies. We continue to use clinical examples to illustrate concepts. Some of the facts in these examples have been updated by subsequent research, as expected, and we have updated those examples. Most underlying concepts have not changed, although some are described in greater depth.

Many clinicians (and even students) have difficulty finding adequate time with an cluttered mind for reading. We have tried to make their job easier by highlighting key words and laying them out beginning of each chapter. At the end of each chapter, we provide questions to assist readers who wish to review this way. We hope the clinical examples throughout the book continue to archive abstract concepts in real-life application. The publisher has done its part by creating a more modern, reader-friendly layout, adding color and choosing a larger trim size and a two-column format.
This book is for clinicians of all sorts, whether they are physicians, nurses, physicians' assistants, dentists, psychologists, veterinarians, and others who care for patients and want to understand for themselves the strength of the information basis of clinical decisions. Some students of epidemiology and public health may find this book a refreshing complement to the many wonderful textbooks on epidemiology itself.

Some scholars who used to identify themselves with "clinical epidemiology" now also identify themselves with "evidence-based medicine." This new label recognizes the importance, in addition to judging the validity and generalizability of research results, of finding the best available information, and of applying this information in practice. We have always considered these additional competencies important, and we give them even more attention in this edition of the book.

While we assert that clinical epidemiology is now in the mainstream, we do not wish to imply that clinicians have taken its lessons completely to heart. Adoption is spotty, and much more is to be done. But the principles of clinical epidemiology have become a standard of excellence in clinical research and bedside reasoning. As health professionals internalize the message and methods of clinical epidemiology, many have come to regard these concepts as a basis for good clinical research conduct and interpretation. Clinical educators have built this discipline into existing educational activities such as residency and fellowship training, the formal and informal curricula of medical schools, and continuing medical education for postgraduate physicians. The principles are so extensively integrated into medicine that clinical epidemiology itself is starting to lose some of its separate identity. Is there any better sign of success?

Robert H. Fletcher
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We should study “the benefits of medical interventions in relation to their hazards and costs.”

— Kerr L. White

EXAMPLE

A 51-year-old man asks to see you because of chest pain. He has been well until 2 weeks ago, when he noticed tightness in the center of his chest while walking uphill. The tightness stopped after 2 to 3 minutes of rest. A similar discomfort has occurred several times since then, sometimes during exercise and sometimes at rest. He smokes one pack of cigarettes per day and has been told that his blood pressure is “a little high.” He is otherwise well and takes no medications, but he is worried about his health, particularly about heart disease. A complete physical examination and resting electrocardiogram are normal except for a blood pressure of 150/90.

This patient is likely to have many questions. Am I sick? How sure are you? If I am sick, what is causing my illness? How will it affect me? What can be done about it? How much will it cost?

As the clinician caring for this patient, you have the same kinds of questions although yours reflect greater understanding of the possibilities. Is the probability of serious, treatable disease high enough to proceed immediately beyond simple explanation and reassurance to diagnostic tests? How well do various tests distinguish among the possible causes of chest pain: angina pectoris, esophageal spasm,
muscle strain, anxiety, and the like. For example, how helpful will an exercise stress test be in either confirming or ruling out coronary artery disease? If coronary disease is found, how long can the patient expect to have the pain? How likely is it that other complications—progressive heart failure, myocardial infarction, or atherosclerotic disease of other organs—will occur? Will the condition shorten his life? Will reduction of his risk factors for coronary disease (from cigarette smoking and hypertension) reduce his risk? If medications control the pain, would a coronary revascularization procedure add benefits—for example, by preventing future attacks or cardiovascular death?

Clinicians need the best possible answers to these questions. They use various sources of information: their own experiences, the advice of their colleagues, and reasoning from their knowledge of the biology of disease. In many situations, the most credible source is clinical research, which involves the use of past observations on other similar patients to predict what will happen to the patient at hand. The manner in which such observations are made and interpreted determines whether the conclusions reached are valid, and thus how helpful the conclusions will be to patients.

THE SCIENTIFIC BASIS FOR CLINICAL MEDICINE

Clinical epidemiology is one of the basic sciences that clinicians rely on in the care of patients. Other sciences are also integral to patient care, and these are summarized in Figure 1.1.

Biologic sciences, studies of the sequence of biologic events that lead from health to disease, are a powerful way of knowing how clinical phenomena may play out at the human level. Anatomy explains nerve entrapment syndromes and their cause and relief. Physiology and biochemistry guide the management of diabetic ketoacidosis. Molecular genetics predicts the occurrence of diseases ranging from common cardiovascular diseases and cancer to rare inherited errors of metabolism such as phenylketonuria and cystic fibrosis.

Understanding the biology of disease, however, is often not, in itself, a sound basis for prediction in intact humans. Too many other factors contribute to health and disease. For one thing, mechanisms of disease may be incompletely understood. For example, the notion that blood sugar in diabetic patients is more affected by ingestion of simple sugars (sucrose or table sugar) than by complex sugars such as starch (as in potatoes or pasta) has been dispelled by rigorous studies comparing the sugars' digestive effects. Also, it is becoming clear that the effects of single genetic abnormalities are often modified by their genetic environment, as well as by a complex physical and social environment involving the individual's diet, exposure to infectious and chemical agents, and prevailing ways of reacting to illness in the family or community. The gene for phenylketonuria, for example, is expressed only in children who ingest phenylalanine in their diets (which happens to be everyone unless this amino acid is purposefully excluded). Therefore, knowledge of the biology of disease produces hypotheses, often very good ones, about what might happen in patients. But these hypotheses need to be tested by strong studies of intact human beings before they are accepted as clinical facts.

The clinical sciences provide information that can be used to care for individual patients. Foremost among them is clinical epidemiology (described below). Some biologic sciences, such as anatomy and

<table>
<thead>
<tr>
<th>RESEARCH FIELD</th>
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</tr>
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<td>Populations</td>
</tr>
<tr>
<td>Clinical sciences</td>
<td>Individual patients</td>
</tr>
<tr>
<td>Biologic sciences</td>
<td>Animal models, Cells and transmitters, Molecules, Genes, Drug development</td>
</tr>
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FIGURE 1.1 The health sciences and their complementary relationships.
Physiology, as mentioned earlier, is "clinical" to the extent that they provide sound information to guide clinical decisions. Distinctions among the sciences are by no means sharply in fact. Bridging disciplines, as is done in clinical epidemiology, can be enormously fruitful.

The population sciences study large groups of people. Epidemiology is the "study of disease occurrence in human populations" (1); by counting health-related events in people in relation to the naturally occurring groups (populations) of which they are a member. The results of many such studies are directly applicable to the care of individual patients. For example, such studies are used as the basis for advice about avoiding behaviors such as smoking and inactivity that place patients at increased risk. Other epidemiologic studies, such as those showing harmful effects of passive smoking and other environmental and occupational hazards, are the basis for public health recommendations. Clinical epidemiology is a subset of the population sciences because not all epidemiologic studies are directly useful in the care of individual patients.

Health services research is the study of how health care systems work, such as clinical work force and facilities, how care is organized and paid for, and clinicians' beliefs and patients' cooperation affect patients' health. Such studies have been done, for example, that medical care differs substantially from one small geographic area to another (without corresponding differences in patients' health); that surgery in hospitals that often perform a specific procedure tends to have better outcomes than hospitals in which the procedure is done infrequently; and that relatively few patients with heart disease take aspirin during the hours following the onset of chest pain, even though this simple practice has been shown to reduce the number of subsequent vascular events by about 30%. These kinds of studies guide clinicians in their efforts to apply existing knowledge about the best clinical practices.

Other sciences also guide patient care. Quantitative decision making includes cost-effectiveness analyses, which describe the financial costs required to achieve a good outcome such as prevention of death or disease and decision analyses, which set out the rational basis for clinical decisions and the consequences or choices. The social sciences describe how the social environment affects health-related behaviors and the use of health services.

Clinical epidemiology is the science of making predictions about actual patients by counting clinical events in groups of similar patients and using strong scientific methods to ensure that the predictions are accurate. The purpose of clinical epidemiology is to develop and apply methods of clinical observation that will lead to valid conclusions by avoiding being misled by systematic error and the play of chance. It is an important approach to obtaining the kind of information clinicians need to make good decisions in the care of patients.

The term "clinical epidemiology" is derived from its two parent disciplines: clinical medicine and epidemiology. It is "clinical" because it seeks to answer clinical questions and to guide clinical decision making with the best available evidence. It is "epidemiologic" because many of the methods used to answer these questions have been developed by epidemiologists and because the care of individual patients is seen in the context of the larger population of which the patient is a member.

Evidence-based medicine is a modern term for the application of clinical epidemiology to the care of patients. It includes formulating specific clinical questions, finding the best available research evidence bearing on those questions, judging whether the information is strong enough to base clinical decisions on, and actually using this information in the care of patients. This book will deal with many aspects of evidence-based medicine.

Clinicians have long depended on research evidence to some extent. But understanding clinical evidence is more important in modern times than it was in the past for several reasons. An extraordinary amount of information is available. Diagnostic and therapeutic interventions have the potential for great effectiveness, as well as risk and cost, so the stakes in choosing among them are high. Clinical research at its best is much stronger and, thus, a sounder basis for clinical decisions. The credibility of clinical research varies from study to study, so clinicians must have an approach to sifting out strong from weak evidence. Also, there is growing evidence that physicians, not just the "bad" ones, do not practice according to the best available evidence.

Clinical epidemiology is just one of many sciences basic to clinical medicine, but an especially important one because it bears so directly on the
care of individual patients. At best, the various health-related sciences complement one another. Discovered in one are confirmed in another; discoveries in the other lead to new hypotheses in the first.

**EXAMPLE**

The drug amantadine was being used for the treatment of Parkinson’s disease when an observant neurologist noticed that patients treated with this drug seemed to have less severe symptoms of influenza A during an epidemic. The hypothesis that amantadine was effective in preventing influenza was confirmed by more rigorous research, clinical trials in patients without Parkinson’s disease. However, patterns taken amantadine has a high rate of central nervous system side effects (such as anxiety, impaired thinking, insomnia, and even hallucinations). Scientists developed a strongly related drug, rimantadine, in the laboratory, and trials of that drug showed similar effectiveness in influenza but fewer side effects. In this example, clinicians, epidemiologists, clinical epidemiologists, and laboratory scientists all contributed to a new way of preventing and treating influenza and confirming its effectiveness.

In real-life clinical settings, other kinds of “evidence” compete for clinicians’ attention and can influence medical decisions. Table 1.1 describes some of them in a parody of evidence-based medicine. Three less reliable alternatives to evidence-based medicine can be very compelling at the emotional level, and may provide a convenient way of coping with uncertainty, but are a weak substitute for research evidence.

### Table 1.2 Clinical Issues and Questions

<table>
<thead>
<tr>
<th>Issue</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abnormality (Ch. 2)</td>
<td>Is the patient sick or well?</td>
</tr>
<tr>
<td>Diagnosis (Ch. 3)</td>
<td>How accurate are tests used to diagnose disease?</td>
</tr>
<tr>
<td>Frequency (Ch. 4)</td>
<td>How often does a disease occur?</td>
</tr>
<tr>
<td>Risk (Chs. 5 and 6)</td>
<td>What factors are associated with an increased risk of disease?</td>
</tr>
<tr>
<td>Prognosis (Ch. 7)</td>
<td>What are the consequences of having a disease?</td>
</tr>
<tr>
<td>Treatment (Ch. 8)</td>
<td>How does treatment change the course of disease?</td>
</tr>
<tr>
<td>Prevention (Ch. 9)</td>
<td>Does an intervention on well people keep disease from arising? Does early detection and treatment improve the course of disease?</td>
</tr>
<tr>
<td>Cause (Ch. 11)</td>
<td>What are the origins of the disease?</td>
</tr>
</tbody>
</table>

*Three chiasms—chance, systematic reviews, and knowledge management— sustain to all of these issues.

### TABLE 1.1 Factors Other Than Evidence-based Medicine That May Influence Clinical Decisions

<table>
<thead>
<tr>
<th>Factor</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eminence-based medicine</td>
<td>Senior colleagues who believe their experience trumps evidence</td>
</tr>
<tr>
<td>Wheelessness-based medicine</td>
<td>Substitution of volume and frequency for evidence</td>
</tr>
<tr>
<td>Eloquence (or eloquence-based medicine)</td>
<td>Sartorial elegance and verbal eloquence</td>
</tr>
<tr>
<td>Providence-based medicine</td>
<td>The decision is best left in the hands of the Almighty</td>
</tr>
<tr>
<td>Diffidence-based medicine</td>
<td>The doctor does nothing from a sense of despair</td>
</tr>
<tr>
<td>Nervelessness-based medicine</td>
<td>Fear of litigation is a powerful stimulus to over-investigation and over treatment</td>
</tr>
<tr>
<td>Confidence-based medicine</td>
<td>Bravado</td>
</tr>
</tbody>
</table>

Modified from Innes D, Fitzgerald D. Seven alternatives to evidence-based medicine. BMJ 1999; 319: 1618.

### BASIC PRINCIPLES

The purpose of clinical epidemiology is to foster methods of clinical observation and interpretation that lead to valid conclusions and better patient care. The most credible answers to clinical questions are based on a few basic principles.

### Clinical Questions

Types of questions addressed by clinical epidemiology are listed in Table 1.2. These are the same questions confronting the doctor and patient in the examples presented at the beginning of this chapter. One or more of these questions are at issue in most doctor-patient encounters (and each is also the topic of chapters in this book).
Variables

Researchers call the attributes of patients and clinical events variables—things that vary and can be measured. In a typical study, there are two main kinds of variables. One is a prognostic or predictor variable, sometimes called the independent variable. The other is the protologic effect, sometimes called the dependent variable. Other variables may be part of the system under study and may affect the relationship between these two. These are called extraneous variables because they are extraneous to the main question (though perhaps very much a part of the phenomenon under study).

Health Outcomes

The clinical events of primary interest in clinical epidemiology are the health outcomes of particular concern to patients and those caring for them, such as symptoms, disability, and death. (Table 1.3.) These are the events doctors try to understand, predict, interpret, and change when caring for patients. They can be studied directly only in intact humans and not in parts of humans (such as lumbar transplants, tissue cultures, cell membranes, and genetic sequences) or in animals.

During their training, clinicians are steeped in the biology of disease, the sequence of events that leads to clinically apparent effects. Although very important to clinical medicine, these biologic mechanisms cannot be substituted for clinical outcomes unless there is strong clinical evidence confirming that the two are related.

Example

Table 1.3 summarizes some biologic and clinical outcomes for the treatment of a patient with ventricular arrhythmias. Frequent and complex ventricular premature depolarizations (VPDs) are associated with an increased risk of sudden death (from a fatal ventricular arrhythmia), especially in people with other evidence of heart disease. Therefore, it seems logical that preventing these depolarizations with drugs would prevent sudden death. Reduction in the rate of depolarizations might be a convenient marker of therapeutically successful because it can be observed right away whereas the real clinical outcome, sudden death, occurs infrequently and, in most cases, long after treatment was started. However, studies have shown that treatment with arrhythmia-suppressing drugs often does not prevent sudden death. In fact, some drugs that suppress the depolarizations actually increase the rate of sudden death. In this situation, ventricular depolarizations, an intermediate, biologic outcome, are an unreliable marker of the clinical outcome—sudden death.

Numbers and Probability

Clinical science, like all other sciences, depend on quantitative measurements. Impressions, in- sights and beliefs are important in medicine too, but only when added to a solid foundation of numerical information. This foundation allows better confirmation, more precise communication among clinicians and between clinicians and patients, and estimation of errors. Clinical outcomes, such as occurrence of disease, death, symptoms, or disability, can be counted and expressed as numbers.

In most clinical situations the diagnosis, prognosis, and results of treatment are uncertain for an individual patient. An individual will either experience a clinical outcome or will not; a prediction that is seldom exact. Therefore, prediction must be expressed as a probability. The probability for an individual patient is best estimated by referring to past experience with groups of similar patients—for example, that cigarette smoking doubles one’s risk of dying at all ages, that blood tests for troponins detect about 90% of myocardial infarctions in patients with acute chest pain, and that 2%-6% of patients undergoing surgery for abdominal aortic aneurysm will die within 30 days of the procedure.

<table>
<thead>
<tr>
<th>TABLE 1.3</th>
<th>Outcomes of Disease (the Five Ds)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Death</strong></td>
<td>A bad outcome if untreated</td>
</tr>
<tr>
<td><strong>Disease</strong></td>
<td>A set of symptoms, physical signs, and laboratory abnormalities</td>
</tr>
<tr>
<td><strong>Discomfort</strong></td>
<td>Symptoms such as pain, nausea, dyspnea, itching, and tinnitus</td>
</tr>
<tr>
<td><strong>Disability</strong></td>
<td>Impaired ability to go about usual activities at home, work, or recreation</td>
</tr>
<tr>
<td><strong>Dissatisfaction</strong></td>
<td>Emotional reaction to disease and its care, such as sadness or anger</td>
</tr>
</tbody>
</table>

---

4 Perhaps a sixth, destruction, belongs on this list because the financial cost of illness (for individual patients or society) is an important consequence of disease.

5 Or illness, the patient’s experience of disease.
Populations and Samples

Populations are all people in a defined setting (such as North Carolina) or with certain defined characteristics (such as being age >65 or having a thyroid nodules). Unselected people in the community are the usual population for epidemiologic studies of cause. On the other hand, clinical populations include all patients with a clinical characteristic such as those with community-acquired pneumonia or aortic stenosis. Thus, one speaks of the general population, a hospitalized population, or a population of patients with a specific disease.

A sample is a subset of people in the defined population. Clinical research is ordinarily carried out on samples. One is interested in the characteristics of the defined population but must, for practical purposes, estimate them by describing the characteristics of people in a sample (Figure 1.3). One then makes an inference, a reasoned judgment based on data, that the characteristics of the sample resemble those of the parent population.

The extent to which a sample represents a population, and thus is a fair substitute for it, depends on how the sample was selected. Methods in which every member of the population has an equal (or known) chance of being selected can produce samples that are extraordinarily similar to the parent population, at least in the long run and for large samples. An everyday example is opinion polls, using household sampling based on census data. In our own clinical research, we often use a computer to select a representative sample from all patients in our large, multispecialty group practice, each of which has the same chance of being selected. On the other hand, samples taken haphazardly or for convenience (i.e., by selecting patients who are easy to work with or happen to be visiting the clinic when data are being collected) may misrepresent their parent population and so be misleading.
Bias (Systematic Error)

Bias is "a process at any stage of inference tending to produce results that depart systematically from the true values." (3) It is "any trend in the collective, analysis, interpretation, publication, or review of data that can lead to conclusions that are systematically different from the truth." (4)

Example

Patients with inguinal hernia who get laparoscopic repair seem to have less postoperative pain and more rapid return to work than those who get the traditional open surgery. The careful clinician might say: "The results of laparoscopic surgery really better or more they may appear better as a result of biases in the way the information was collected." Perhaps laparoscopic repair is offered to patients who are in better health or who suffer to have better tissue strength because of age or general health. Perhaps surgeons and patients are more inclined to think that the procedure should cause less pain, because it is new and the suture is smaller, and so the patients report less pain and the surgeons are less likely to ask about it or be less likely to record pain in the medical record. Perhaps patients who get laparoscopic surgery are usually instructed to return to work earlier than those who get open surgery. If any of these were so, the favorable results could be traced to systematic differences in how patients are selected for the laparoscopic procedure, how they report their symptoms, or how they were told what to do—rather than a true difference in success rates. As we shall see later in Chapter 8, there are ways to protect against these potential biases.

Studies that avoided these biases now found that patients who undergo laparoscopic surgery in fact do experience less pain and a more rapid return to work, everything was being equal. (5)

Observations of patients (whether for patient care or research) are particularly susceptible to bias. The process tends to be just plain messy. As participants in a study, a human being has the discomforting habit of doing as they please and saying Nearly what would be required for producing scientifically rigorous answers. When researchers attempt to conduct an experiment with them, as one might in a laboratory, things tend to go wrong. Some people refuse to participate, while others drop out or choose another treatment. In addition, clinicians are inclined to believe that their therapies are successful. (Most patients would not write a physician who failed.) This attitude, so important in the practice of medicine, makes clinical observations particularly vulnerable to bias.

Although dozens of biases have been defined, (6) most fall into one of three broad categories (Table 1.4).

Selection bias occurs when comparisons are made between groups of patients that differ in ways other than the main factors under study, ones that affect the outcome of the study. Group of patients often differ in many ways—age, sex, severity of disease, the presence of other diseases, the care they receive, and so on. If one compares the experience of two groups that differ on a specific characteristic of interest (for example, a treatment or a suspected cause of disease) but are dissimilar in these other ways and the differences are themselves related to outcome, the comparison is biased and little can be concluded about the independent effect of the characteristic of interest. In the hemithorax example, selection bias would have occurred if patients receiving the laparoscopic procedure were healthier than those who had open surgery.

Measurement bias occurs when the methods of measurement are dissimilar in different groups of patients.

Example

Studies associating use of birth control pills with thrombembolitis are examples of the potential for measurement bias. Information about the use of birth control pills and the occurrence of thrombembolitis is typically taken from medical records. Suppose, a study compared the frequency of still contraceptive use among women admitted to a hospital because of thrombembolitis and a group of women admitted for other reasons. It is entirely possible that if women with thrombembolitis were more used.
of the reported association between estrogens and thrombophilic events, they might support use of oral contraceptives more completely than women without thrombophilic traits, because they had already heard of the association. For the same reasons, clinicians might obtain and record information about oral contraceptive use more completely for women with thrombophilic traits than for those without it. If so, an association between oral contraceptives and thrombophilic traits might be observed because of the way in which the history of exposure was reported, whether or not there is a true association.

Confounding bias can occur when one is trying to find out whether a factor, such as a behavior or drug exposure, is a cause of disease in and of itself. If that factor is associated or "travels together" with another factor, which is itself related to the outcome, that effect can be confused with or distanced by the effect of the other.

**EXAMPLE**

Potential for confounding bias is illustrated by a study of the relationship between diet and disease. Long-term folate acid intake (in the form of multivitamin supplements) is associated with lower rates of colon cancer. However, people who take multivitamins are more likely to be health-conscious in other ways (see Figure 1.4). They may tend to eat a low-fat, high-fiber, high-calcium diet; to exercise; and to refrain from smoking. These are behaviors that protect against developing colon cancer. Also, multivitamins contain up to 15 different vitamins, among them folate, as well as minerals and other food supplements; one or more of these other components might also be related to colon cancer risk. So the possibility exists, beyond the control of the investigators, that other elements of the diet, ones related to both folate acid use and colon cancer, are responsible for the observed association. The investigators made efforts to take these other factors into account and found that the association between folate acid intake and colon cancer was independent of these other factors. That is, confounding did not account for the observed effects in this case.

A variable is not confounded if it is directly along the path from cause to effect. Nor does a confounding variable have to be a cause itself. It may be related to the supposed cause and the effect in a particular set of data at hand, because of selection bias or chance, but not related in nature. Whether just in the data or in nature, the consequences are the same: the mistaken impression that the factor of interest is a true, independent cause when it is not.

Selection bias and confounding bias are not mutually exclusive. They are described separately, however, because they present problems at different points in a clinical study. Selection bias is at issue primarily when patients are chosen for the study and it is important in the design of a study. Confounding bias must be dealt with during analysis of the data, once the observations have been made. Often in the same study more than one bias operates, as in the following hypothetical example.

**EXAMPLE**

A study was done to determine whether regular exercise lowers the risk of coronary heart disease (CHD). An exercise program was offered to employees of a plant, and...
In this example, selection bias could be present if volunteers for the exercise program were at lower risk for coronary disease even before the program began—for example, because they had lower serum lipids or had family history of coronary disease. Measurement bias might have occurred because the exercise group had a better chance of having a coronary event detected, because more of them were examined routinely. Finally, the conclusion that exercise lowered the risk of coronary disease might be the result of a confounding bias if the association between exercise and coronary events in this particular study might result from the fact that smoking cigarettes is a risk factor for coronary disease and associated with less exercise.

The potential for bias does not mean that bias is actually present in a particular study or, if present, would have a big enough effect on the results to matter. For a researcher or reader to deal effectively with bias, it is first necessary to know where and how to look for it and what can be done about it. But one should not stop there. It is also necessary to determine whether bias is actually present and how large it is likely to be and then decide whether it is important enough to change the conclusions of the study on a clinically meaningful way.

Chance

Observations about disease and treatments are ordinarily made on a sample of patients because it is not possible to study all patients with the disease in question. These samples, even if selected without bias, may misrepresent the situation in the population as a whole because of chance. However, tests of an unbiased sample do tend to approximate the true value. If the observations were repeated on many such patient samples, results for the samples would cluster around the true value, with more of them close to, rather than far from, the true value. The divergence of an observation on a sample from the true population value, due to chance alone, is called random variability.

All of us are familiar with chance as an explanation for why a coin does not come up heads exactly 50% of the time when it is flipped, say, 100 times. The same effect, random variation, applies when comparing the effects of laparoscopic and open repair of inguinal hernia, discussed earlier. Suppose all biases were removed from a study of the effects of the two procedures. Suppose, further, that the two procedures are, in reality, equally effective, each followed by pain in 10% of patients. Even so, because of chance alone, a single study with small numbers of patients in each treatment group might easily find that patients do better with laparoscopy than with open surgery (or vice versa).

Chance can affect all the steps involved in clinical observations. In the assessment of the two ways of repairing inguinal hernias, random variation occurs in the sampling of patients for the study, the selection of treatment groups, and the measurements of pain and return to work.

Unlike bias, which tends to distort the situation in one direction or another, random variation is as likely to result in observations above the true value as below it. As a consequence, the mean of many unbiased observations on samples tends to approximate the true value in the population, even though the results of individual small samples may not.

Statistics can be used to estimate the extent to which chance (random variation) accounts for the results of a clinical study. Knowledge of statistics can also help reduce the role of chance by helping to create a better design and analyses. However, random variation can never be eliminated totally, so chance should always be considered when assessing the results of clinical observations. The role of chance in clinical observations will be developed in Chapter 10.

The Effects of Bias and Chance Are Cumulative

The two sources of error—bias and chance—are not mutually exclusive. In most situations, both are present. The relationship between the two is illustrated in Figure 1.5. The measurement of diastolic blood pressure on a single patient is taken as an example; each dot represents an observation of that patient. True blood pressure, which is 80 mm Hg for this patient, can be obtained by an intra-arterial cannula, but this method is too feasible for routine measurement. Blood pressure is ordinarily measured indi-

using a sphygmomanometer (a blood pressure
The simplest instrument is prone to error or deviations from the true value. In the figure, the error is represented by all of the spaghmomanometer readings falling to the right of the true value. The deviation of spaghmomanometer readings to the right (bias) may have several explanations—for example, a poorly calibrated spaghmomanometer, the wrong cuff size, or a deaf clinician. Bias could also result if different sounds were chosen to represent diastolic blood pressure. The usual end points—phase IV and phase V Korotkoff sounds—were to be above and below the true diastolic pressure, respectively, and even that is unpredictable, especially in obese people. Individual blood pressure readings are also subject to error because of random variation in measurement, as illustrated by the spread of the spaghmomanometer readings around the mean value (90 mm Hg).

The main reason for distinguishing between bias and chance is that they are handled differently. In theory, bias can be prevented by conducting clinical investigations properly or can be corrected through proper data analysis. If not eliminated, bias often can be detected by the discerning reader. Most of this book is about how to recognize, avoid, or minimize bias. Chance, on the other hand, cannot be eliminated, but its influence can be reduced by proper design of research, and the remaining effect can be estimated by statistics. Chance is discussed primarily in Chapter 5. No amount of statistical treatment can correct for unknown biases in data. Some statisticians would go so far as to say that statistics should not be applied to data that are vulnerable to bias because of poor research design, for fear of giving false responsibility to fundamentally misleading work.

Internal and External Validity
When making inferences about a population from observations on a sample, clinicians need to make up their minds about two fundamental questions: First, are the conclusions of the research correct for the people in the sample? Second, if so, does the sample represent fairly the patients they are most interested in, such as the kind of patients they see or perhaps a specific patient at hand? (Figure 1.6)

Internal validity is the degree to which the results of a study are correct for the sample of patients being studied. It is "internal" because it applies to the conditions of the particular group of patients being observed and not necessarily to others. The internal validity of clinical research is determined by how well the design, data collection, and analyses are carried out and is threatened by all of the biases and random variation discussed earlier. For a clinical observation to be useful, internal validity is a necessary but not sufficient condition.

External validity is the degree to which the results of an observation hold true in other settings. Another term for this is generalizability. For an individual clinician, it is an answer to the question, "Assuming that the results of a study are true, do they apply to my patients as well?" Generalizability expresses the validity of assuming that patients in a study are similar to other patients. Every study is generalizable to patients very much like the ones in the study. However, an unimpress-
able study, with high internal validity, may be totally misleading if its results are generalized to the wrong patients.

**Example**

What is the long-term death rate in anorexia nervosa, an eating disorder mainly affecting young women? In a synthesis of 42 studies, estimated mortality was 15% in 50 years. (B) These studies, like most clinical research, were of patients identified in regular centers, where relatively sicker cases are seen. A study of all patients developing anorexia in a defined population provided a different view of the disease. Researchers at the Mayo Clinic were able to identify all patients developing this disease in their city Rochester, Minnesota, from 1935 to 1989 (Fig. 1.7). (C) All-cause mortality at 30 years was 7%, half that of reported studies. The predicted mortality in these patients, taking into account their age and sex, was about the same, 6%. Therefore, while some patients die of anorexia nervosa, published studies greatly exaggerate the risk, possibly because they report experience with relatively sicker cases.

The generalizability of clinical observations, even those with high internal validity, is a matter of cor-

**Example**

In patients with colorectal cancer and regional spread, adjuvant chemotherapy (giving anticancer drugs after curative intent surgery) has been shown to reduce the recurrence rate. However, it is uncertain whether adjuvant chemotherapy does more good than harm to the elderly, who compose more than half of the patients with this cancer. Available studies supporting use of adjuvant chemotherapy either excluded elderly patients or have not reported effects in the different age groups separately, leaving a knowledge gap. Should the elderly be

**Figure 1.2** Sampling bias. 30-year mortality from all causes in 42 patients with anorexia nervosa. Comparison of a synthesis of 42 published studies, mainly from referral centers, and a study of all patients with anorexia in the population. (Source: Selben P, Murray in anorexia nervosa. Am J Psychiatry 1995;152:1073–1074) and Kondorfer SR, Lucas AR, Sosen VI, Cowan CS et al. Long-term survival of patients with anorexia nervosa. A population-based study in Rochester, Minn. Mayo Clin Proceedings 2003;78:278–284.)
Generalizability can rarely be dealt with satisfactorily in any one study. Even a defined, geographically-based population is a biased sample of larger populations. For example, hospital patients are biased sample; of county residents; counties of states; states of regions, and so on. The best a researcher can do about generalizability is to ensure internal validity, have the study population fit the research question, describe the study patients carefully, and avoid studying patients who are so unusual that experience with them generalizes to few others; I, thus, remains for other studies, in other settings, to extend generalizability.

INFORMATION AND DECISIONS

The primary concerns of this book are the quality of clinical information and its correct interpretation. Making decisions is another matter. True, good decisions depend on good information; but they involve a great deal more, including value judgments and weighing competing risks and benefits.

In recent years, medical decision making has become a valued discipline in its own right. The field includes: multiple studies of how clinicians make decisions and how the process might be improved. It also includes quantitative methods such as decision analysis, cost-benefit analysis, and cost-effectiveness analysis that present the decision-making process in an explicit way so that its components and the consequences of assigning various probabilities and values to them can be examined.

Patients and clinicians make clinical decisions. At the heart of this process lies the recognition that their expertise is complementary. Patients are experts in what they hope to achieve by care, given their unique experiences and preferences. Doctors may have found a lot of information about their condition (for example, from the Internet) but are not guided in how to sort out credible from fallacious claims. Doctors are experts in whether it is possible to achieve patients' goals and how to achieve them. For this they depend on the body of research evidence and on the ability, based on the principles of clinical epidemiology, to distinguish stronger from weaker evidence. Of course, clinicians also bring to the encounter experience in how disease presents and the human consequences of care, such as what it is like to be hospitalized or to have an amputation, which patients may have little experience. For clinicians to play their part on this team, they need to be experts in the interpretation of clinically relevant information.

Patients' preferences and sound evidence are the basis for choosing among care options. For example, a patient with valvular heart disease may prefer the possibility of long-term good health that surgery offers, even though surgery is associated with discomfort and risk of death in the short term. The clinician, armed with clinical reading and communication skills, can help the patient understand how big these potential benefits and risks are and how surely they have been established.

Some aspects of decision analysis, such as evaluation of diagnostic tests, are included in this book. However, we have elected not to go deeply into medical decision making itself. Our justification is that decisions are only as good as the information used to make them, and we have found enough to say about the essentials of collecting and interpreting clinical information to, literally, fill a book. Readers who wish to delve more deeply into medical decision making can begin with some of the additional readings listed in the appendix at the end of this book.

ORGANIZATION OF THIS BOOK

In most textbooks on clinical medicine, information about each disease is presented as answers to traditional clinical questions: diagnosis, clinical course,
treatment, and the like. On the other hand, most epidemiology books are organized around research strategies such as clinical trials, surveys, case-control studies, and the like. This way of organizing a book may serve those who perform clinical research, but it is often awkward for clinicians.

We have organized this book primarily according to the questions clinicians encounter when caring for patients (see Table 1.2). Figure 1.8 illustrates how these questions correspond to the book's chapters, taking infection with human immunodeficiency virus (HIV) as an example. The questions relate to the entire natural history of disease, from the anicteric people without HIV infection who are first exposed to risk, through those who acquire the disease and emerge as patients, until the results of disease are manifest.

In each chapter, we describe research strategies used to answer that chapter's clinical questions. Some answers, such as clinical trials, are useful for answering several different kinds of clinical questions. For the purposes of presentation, we have discussed each strategy primarily in one chapter and have simply referred to the discussion when the method is relevant to other questions in other chapters.

REVIEW QUESTIONS

Questions 1-6 are based on the following clinical scenario. For each item, select the one best answer.

A 37-year-old woman with low back pain for the past four weeks was to find out if she needed surgery. You refer to your treatment recommendations on research evidence when possible. In the strongest study you can find, investigators reviewed the medical records of 40 consecutive men with low back pain under care at their clinic. Twenty-two had been referred for surgery and the other 18 patients had remained under medical care without surgery. The study compared rates of disabling pain after 2 months. All of the surgically treated patients and 10 of the medically treated patients were still being seen in the clinic throughout this time. Rates of pain relief were slightly higher in the surgically-treated patients.

For each of the following questions, circle the one response that represents the corresponding threat to validity.

1.1. Because there are relatively few patients in this study, it may give a misleading impression of the actual effectiveness of surgery.
   A. Selection bias
   B. Measurement bias
   C. Confounding
   D. Chance
   E. External validity (generalizability)

1.2. The results of this study may not apply to your patient, a woman, because all the patients are the study were men.
   A. Selection bias
   B. Measurement bias
   C. Confounding
   D. Chance
   E. External validity (generalizability)

1.3. The patients who were referred for surgery were younger and fitter than those who remained under medical care.
   A. Selection bias
   B. Measurement bias
   C. Confounding
   D. Chance
   E. External validity (generalizability)

1.4. Fewer patients who did not have surgery remained under care at the clinic two months after surgery.
   A. Selection bias
   B. Measurement bias
   C. Confounding
   D. Chance
   E. External validity (generalizability)

1.5. Compared with patients who had medical care alone, patients who had surgery might have been less likely to report whenever pain they had and the treating physician less inclined to report pain in the surgical record.
   A. Selection bias
   B. Measurement bias
   C. Confounding
   D. Chance
   E. External validity (generalizability)
FIGURE 1.8 Organization of this book in relation to the natural history of human immunodeficiency virus (HIV) infection. Chapter 10 (Chance), V (Systematic Reviews), and 13 (Knowledge Management) describe district-siting issues related to all points in the natural history of disease.
1.6. Patients without other medical conditions were both more likely to recover and more likely to be referred for surgery.  
A. Selection bias  
B. Measurement bias  
C. Confounding  
D. Chance  
E. External validity (generalizability)

1.7. Histamine is a mediator of inflammation in patients with allergic rhinitis ("hay fever"). Based on this fact, which of the following is true?  
A. Drugs that block the effects of histamines will relieve symptoms.  
B. A fall in histamine levels in the nose is a reliable marker of clinical success.  
C. Antihistamines may be effective and their effects on symptoms (such as itching, nose, sneezing and congestion) should be studied at patients with allergic rhinitis.  
D. Other mediators are not important.  
E. If laboratory studies of disease are convincing, clinical research is unnecessary.

Read the following statements about samples of population and mark each one as True or False.  

1.8. Samples of populations may b-e characteristics that differ from the population because of random variation.  
1.9. Samples of populations are the only feasible way of studying the population.  
1.10. Samples of populations should be selected in a way that every member of the population has an equal chance of being chosen.  

Read the clinical vignette below, then read each statement about the vignette and mark each one as True or False.  

You are making a treatment decision with a 72-year-old man with colon cancer. You are aware of several good studies that have shown that a certain drug combination prolongs the life of patients with colon cancer. However, all the patients in those studies were much younger. Relying on those studies for your particular patient.  

True or False:  
1.11. Is a matter of personal judgment.  
1.12. Is called internal validity.  
1.13. Is affected by chance but not bias.  
Answers are in Appendix A.

REFERENCES
Abnormality

KEY WORDS

Nominal data
Dichotomous
Ordinal data
Interval data
Continuous data
Discrete data
Validity
Accuracy
Items

Constructs
Scales
Content validity
Construct validity
Criterion validity
Reliability
Reproducibility
Precision
Range

Responsiveness
Interpretability
Sampling fraction
Frequency distribution
Central tendency
Dispersion
Skewed
Normal distribution
Regression to the mean

...the medical meaning of "normal" has been lost in the shuffle of statistics.

—Alvan Feinstein

Clinicians spend a great deal of time distinguishing "normal" from "abnormal." Is the bicipital tendon "normal" or slightly elongated? Is the heart murmur "innocent" (of no health importance) or a sign of valvular disease? Is a slightly elevated serum alkaline phosphatase evidence of liver disease, unrecognized Paget disease, or something important? When confronted with something greatly different from the usual, there is little difficulty telling the two apart. We are all familiar with pictures in text-books of physical diagnosis showing massive hepatosplenomegaly, huge goiters, or hands severely deformed by rheumatoid arthritis. It takes no great skill to recognize this degree of abnormality. More often, however, clinicians must make subtle distinctions between normal and abnormal. This is when skill and a conceptual basis for deciding become important. Decisions about what is abnormal are most difficult among relatively selected patients, usually found outside of hospitals. When patients have already been selected for special attention, as is the case in most referral centers, it is usually clear that something is wrong. The tasks are then to refine the diagnosis and to treat the problem. In primary care settings and emergency departments, however, patients with subtle manifestations of disease are mixed with those with the everyday complaints of basically healthy people. It is not possible to pursue all of these complaints aggressively. Which of many patients with abdominal
pain have self-limited gastroenteritis and which have early appendicitis? Which patients with sore throat and hoarseness have a viral pharyngitis and which have the rare but potentially lethal Herpesvirus epitheliitis? These are examples of how difficult and important distinguishing various kinds of aberrancies can be.

The point of distinguishing normal from abnormal is to separate out those clinical observations that should be the basis for action from those that can be simply noted. Observations that are thought to be normal are usually described as "within normal limits," "unremarkable," or "noncontributory" and remain buried in the body of a medical record. The abnormal findings are set out in a problem list or under the heading "impressions" or "diagnoses" and are the basis for action.

Simply calling clinical findings normal or abnormal is undoubtedly crude and results in some misclassification. The justification for taking this approach is that it is often impractical or unnecessary to consider the raw data in all their detail. As Bertrand Russell put it, "To be perfectly intelligible one must be inaccurate, and to be perfectly accurate, one must be unintelligible." Physicians usually choose to err on the side of being intelligible to themselves and others—even at the expense of some accuracy. Another reason for simplifying data is that each aspect of a clinician's work ends in a decision—such as pursuing a diagnostic or therapeutic step. Under these circumstances some sort of "present" or "absent" classification is necessary.

Table 2.1 is an example of how relatively simple expressions of abnormality are derived from more complex clinical data. On the left is a typical problem list, a statement of the patient's important medical problems. On the right are some of the data on which the decisions to call them problems are based. Conclusions from the data, represented by the problem list, are by no means nonsensical. For example, the mean of the four diastolic blood pressure measurements is 92 mm Hg. Some might argue that this level of blood pressure does not justify the label "hypertension," because it is not particularly high and there are some disadvantages of telling patients they are sick and recommending drugs. Others might consider the label fair, considering that this level of blood pressure is associated with an increased risk of cardiovascular disease and that the risk can be reduced by treatment. Although crude, the problem list serves as a basis for decisions—about diagnosis, prognosis, and treatment. And clinical decisions must be made, whether actively (by additional diagnostic tests and treatment) or passively (by no intervention).

This chapter describes some of the ways clinicians distinguish normal from abnormal. For them to do so, first it will be necessary to consider how biologic phenomena are measured, how they vary, and how they are summarized. Then, it will be possible to consider how these data are used as a basis for value judgments about what is worth calling abnormal.

**TYPES OF DATA**

Measurements of clinical phenomena yield three kinds of data: nominal, ordinal, and interval.

**Nominal Data**

Nominal data occur in categories without any inherent order. Examples of nominal data are characteristics that are determined by a small set of genes (such as, ABO blood type and sex or are allogenic; discrete events such as, death, dialysis, or surgery). These data can be placed in categories without much concern about misclassification. Nominal data that are divided into two categories (such as, present/absent, yes/no, alive/dead) are called dichotomous.

**Ordinal Data**

Ordinal data possess some inherent ordering or rank such as small to large or good to bad, but the size of the intervals between categories is not specified. Some clinical examples include 1+ to 4+ leg

<table>
<thead>
<tr>
<th>Problem List</th>
<th>Raw Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypertension</td>
<td>Several blood pressure measurements: 145/92, 149/93, 142/91</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>Fasting blood sugar 135 mg/dl</td>
</tr>
<tr>
<td>Renal failure</td>
<td>Serum creatinine 2.7 mg/dl</td>
</tr>
<tr>
<td>Obstructive pulmonary disease</td>
<td>Forced expiratory volume at 1 second (FEV1) 2.3 L</td>
</tr>
</tbody>
</table>
edema, heart murmurs, grades 1 (slight only) with special effort) or 2 (audible with the stethoscope off the chest), and muscle strength grades 1 (no movement) to 5 (normal strength). The risk of birth defects from drugs during pregnancy is graded by the U.S. Food and Drug administration on a 5-point scale ranging from "controlled studies show no risk" through "no evidence of risk in humans." "Risk cannot be ruled out," and "positive evidence of risk" to "contraindicated in pregnancy."

**Interval Data**

For interval data, there is inherent order and the interval between successive values is equal, no matter where one is on the scale. There are two types of interval data. *Continuous data* can take on any value in a continuum, whether or not they are reported that way. Examples include most serum chemistries, weight, blood pressure, and partial pressure of oxygen in arterial blood. The measurement and description of continuous variables may in practice be confined to a limited number of points on the continuum, often because the precision of the measurement, or its use, does not warrant greater detail. For example, a particular blood glucose reading might in fact be 193, 364, 457, ..., mg/dl, but it is simply reported as 193 mg/dl. *Discrete data* can take on only specific values and are reported at counts. Examples of discrete data are the number of a woman's pregnancies and live births and the number of migraine attacks a patient has per month.

It is for ordinal and interval data that the question arises, "Where does normal leave off and abnormal begin?" When, for example, does a large normal prostate become too large to be considered normal? Clinicians are free to choose any cutoff point. Some of the reasons for the choices will be considered later in this chapter.

**PERFORMANCE OF MEASUREMENTS**

Whatever the type of measurement, its performance can be described in several ways:

**Validity**

Validity is the degree to which the data measure what they were intended to measure—that is, the result of a measurement corresponded to the true state of the phenomenon being measured. Another word for validity is accuracy.

For clinical observations that can be measured by physical means, it is relatively easy to establish validity. The observed measurement is compared with some accepted standard. For example, serum sodium can be measured on an instrument recently calibrated against solutions made up with known concentrations of sodium. Laboratory measurements are commonly subjected to extensive and repeated validity checks.

For example, it is common practice for blood glucose measurements to be monitored for accuracy by comparing readings against high and low standards at the beginning of each day, before each technician begins a day, and after any changes in the techniques, such as a new batch of reagents or a new battery for the instrument. Similarly, accuracy of a lung scan for pulmonary emboli can be measured against pulmonary angiography, in which the pulmonary artery anatomy is directly visualized. The validity of a physical examination finding can be established by comparing it to the results of surgery or radiologic examinations.

Some other clinical measurements such as pain, nausea, dyspnea, depression, and fear cannot be verified physically. In patient care, information about these phenomena is usually obtained informally by "taking a history." More formal and standardized approaches, used in research, are structured interviews and questionnaires. Individual questions (items) are designed to measure specific phenomena (such as symptoms, feelings, attitudes, knowledge, beliefs) called constructs and these items are grouped together to form scales. Table 2.2 shows one such scale, a brief questionnaire used to detect heavy or problem drinking.

<table>
<thead>
<tr>
<th>TABLE 2.2</th>
<th>The CAGE test for Detecting Heavy or Problem Drinking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Have you ever felt the need to cut down on drinking?</td>
<td></td>
</tr>
<tr>
<td>Have you ever felt annoyed by criticism of your drinking?</td>
<td></td>
</tr>
<tr>
<td>Have you ever had guilty feelings about your drinking?</td>
<td></td>
</tr>
<tr>
<td>Have you ever taken an eye opener?</td>
<td></td>
</tr>
<tr>
<td>One or more &quot;yes&quot; responses suggests the need for closer examination</td>
<td></td>
</tr>
</tbody>
</table>

Two or more "yes" responses is strongly related to alcohol abuse, dependence, or both.
Three general strategies are used to establish the validity of measurements that cannot be directly verified by the physical senses.

Content Validity

Content validity is the extent to which a particular method of measurement includes all of the dimensions of the construct one intends to measure and Nothing more. For example, a scale for measuring pain would have content validity if it included questions about aching, throbbing, burning, and stinging but not about pressure, itching, nausea, and tingling.

Construct Validity

Construct validity is present to the extent that the measurement is related to a coherent way to other measures, also not physically verifiable, that are believed to be part of the same phenomenon. Thus, one might be more confident in the construct validity of a scale for depression to the extent that it is related to fatigue and headache—constructs thought to be different from but related to depression.

Criterion Validity

Criterion validity is present to the extent that the measurements predict a directly observable phenomenon. For example, one might want to see how respondents on a scale measuring pain bear a predictable relationship to reports of known severity: mild pain from minor abrasion, moderate pain from ordinary headache and peptic ulcer, and severe pain from renal colic. One might also show that responses to a scale measuring pain are related to other, observable manifestations of the severity of pain such as sweating, crying,Withdraw, and asking for pain medications.

Validity of a scale is not, as is often asserted, either present or absent. Rather, with these strategies one can build a case for or against its validity under the conditions in which it is used, so as to convince others that the scale is more or less valid.

Because of their selection and training, physicians tend to prefer the kind of precise measurements that the physical and biologic sciences afford and may avoid or discount others, especially for research. Yet relief of symptoms and promoting satisfaction and a feeling of well-being are among the most important outcomes of patient care and are central concerns of patients and doctors alike. To guide clinical decisions, research must include them, lest the pictures of medicine painted by the research be distorted.

As Feinstein (1) put it:

The term "hard" is usually applied to data that are reliable and preferably dimensional (e.g., laboratory data, demographic data, and financial costs). But clinical performance, convenience, anticipation, and familial data are "soft." They depend on subjective statements, usually expressed in words rather than numbers, by the people who are the observers and the observed.

To avoid such soft data, the results of treatment are commonly restricted to laboratory information that can be objective, dimensional, and reliable—but it also dehumanized. If we are told that the serum cholesterol is 230 mg per 100 ml, that the chest X-ray shows cardiac enlargement, and that the electrocardiogram has Q waves, we would not know whether the treated object was a dog or a person. If we were told that capacity at work was restored, that the medicating tasted good and was easy to take, and that the family was happy about the results, we would recognize a human set of responses.

Reliability

Reliability is the extent to which repeated measurements of a stable phenomenon by different people and instruments at different times and places get similar results. Reproducibility and precision are other words for this property.

The reliability of laboratory measurements is established by repeated measurements—for example, of the same serum or tissue specimen—sometimes by different people and with different instruments. The reliability of symptoms can be established by showing that they are similarly described to different observers under different conditions. The relationships between reliability and validity are shown in simple form in Figure 2.1. Measurements can be valid (accurate) on the average but not reliable, because they are widely scattered about the true value, as shown in C. On the other hand, measurements can be very reliable but inaccurate if they are systematically off the mark, as in B. Small numbers of measurements with poor reliability also have low validity because they are likely to be of the mark by chance alone. Therefore, reliability and
validity are not altogether independent concepts. Figure 2.1 is an approximation; in general, an unreliable measurement cannot be valid and a valid measurement must be reliable.

Range
An instrument may not register very low or high values of the phenomenon being measured; that is, it has limited range, which limits the information it conveys. For example, the Basic Activities of Daily Living scale that measures patients’ ability in dressing, eating, walking, toileting, and maintaining hygiene does not measure ability to read, write, or play the piano (activities that might be very important to individual patients).

Responsiveness
An instrument demonstrates responsiveness to the extent that its results change as conditions change. For example, the New York Heart Association scale—ranging from I (no symptoms, symptoms with slight exertion), II (with moderate exertion), III (with marked exertion), and IV (inability to carry on any activity)—is not sensitive to subtle changes in congestive heart failure, ones that might matter to patients. On the other hand, measurement of a certain fraction by echocardiography can detect change, so subtle that patients do not notice them.

Interpretability
Clinicians learn to interpret the significance of a PO2 of 50 or a blood sugar of 400 through experience, in which they repeatedly calibrate patients’ current conditions and clinical courses against such test results. On the other hand, scales based on questionnaires may have little intuitive meaning to clinicians and patients who do not use them regularly. To overcome this interpretability disadvantage, researchers can “anchor” scale values to familiar states. For example, values of the Karnofsky Performance Status Scale, a measure of functional capacity commonly used in studies of cancer patients receiving chemotherapy, range from 100 (normal) to 0 (dead). Just how bad is it to have a value of 60? To help clinicians interpret scale values, the numbers are anchored to descriptions of everyday performance. At a scale value of 60, patients require occasional assistance but are able to care for most of their needs.

VARIATION
Clinical measurements of the same phenomenon can take on a range of values, depending on the circumstances in which they are made. To avoid erroneous
TABLE 2.3 Sources of Variation

<table>
<thead>
<tr>
<th>Source of Variation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurement Variablility</td>
<td>The means of making the measurement</td>
</tr>
<tr>
<td>Observer</td>
<td>The person making the measurement</td>
</tr>
<tr>
<td>Biologic Variation within individuals</td>
<td>Changes a person with time and situation</td>
</tr>
<tr>
<td>Biologic differences between individuals</td>
<td>Biologic differences from person to person</td>
</tr>
</tbody>
</table>

Conclusion from data, clinicians should be aware of the reasons for variation in a given situation and know which are likely to play a large part, a small part, or no part at all in what has been observed. This is so not only for the interpretation of published research but also for the credibility of day-to-day clinical measurements. Overall variation is the sum of variation related to the act of measurement, biologic differences within individuals from time to time, and biologic differences among individuals (see Table 2.3).

Variation Resulting from Measurement

All observations are subject to variation because of the performance of the instruments and observers involved in making the measurements. The condition of measurement can lead to a biased result (lack of validity) or simply random error (lack of reliability). It is possible to reduce this source of variation by making measurements with great care and by following standard protocols. However, when measurements involve human judgment, rather than machines, variation can be particularly large and difficult to control.

EXAMPLE

Fetal heart rate is often monitored by auscultation, which is subject to observer error. Electronic monitoring gives the true rate. Fetal heart rates that are unusually high or low are signs of fetal distress, suggesting a need for early delivery by Cesarean section.

FIGURE 2.2 Observer variability error in reporting fetal heart rate according to whether the true rate, determined by electronic monitor, is within the normal range, low, or high. (Reprinted from Day E, Kudler L, Wood C. Auscultation of fetal heart rate: An assessment of its error and significance. In: Huddleston J, ed. Fetal Medicine: 1966;4:422–434.)
Variation Resisting from Biologic Difference

Variation also arises because of biologic changes within individuals over time. Most biologic phenomena change slowly over time. A measurement at a point in time is a sample of measurements during a period of time and may not represent the usual value of these measurements.

**Example**

Clinicians estimate the frequency of ventricular premature depolarizations (VPD) to help determine the need for and effectiveness of treatment. For practical reasons, they may do so by making relatively brief observations—perhaps feeling a pulse for 1 minute or reviewing an electrocardiogram recording several times. However, the frequency of VPDS in a given patient varies over time. To obtain a larger sample of VPDS rate, a portable monitor is sometimes used. But monitoring even for extended periods of time can be misleading. Figure 2.3 shows observations on one patient with VPDS, similar to other patients studied. (3) VPDS per hour varied from less than 10 to 100 during a 5-day period, according to day and time of day. The authors concluded, "To distinguish a reduction in VPDS frequency attributable to therapeutic intervention rather than biologic or spontaneous variation alone required a greater than 85% reduction in VPDS frequency if only two 24-hour monitoring periods were compared." Much shorter periods of observation could be more misleading because of biologic variation.

**Figure 2.3**


Variation also arises because of differences among people. Biologic differences among people predomi-
not in many situations. For example, several studies have shown that high blood pressure on single, casual measurements, although subject to all other forms of variation, is related to subsequent cardiovascular disease.

**Total Variation**

The several sources of variation are cumulative. Figure 2.4 illustrates this for the measurement of blood pressure. When looking at a population distribution, variation in measurement for individual patients is added to variation for those individuals from time to time, which in turn adds to variation among different patients. Measurement variation contributes relatively little, although it covers as much as a 12 mm Hg range among various observers. On the other hand, each patient’s blood pressure varies a great deal from moment to moment throughout the day, so that any single blood pressure reading might not represent the usual for that patient. Much of this variation is not random; blood pressure is generally higher when people are awake, excited, visiting physicians, or taking over-the-counter cold medications. Of course, we are most interested in knowing how an individual’s blood pressure compares with that of his or her peers, especially if the blood pressure level is related to complications of hypertension and the effectiveness of treatment.

**Effects of Variation**

Another way of thinking about variation is in terms of its net effect on the validity and reliability of a measurement and what can be done about it.

Random variation—for example, by unstable instruments or many observers with various biases that tend to balance each other out—results on average in no net misrepresentation of the true state of a phenomenon, even though individual

![Figure 2.4: Sources of variation in the measurement of diastolic (phase II) blood pressure. The dashed line indicates the true blood pressure. (Source: Fletcher SB and Fletcher SW, Unpublished; and Beve J, Humfeld B, Weidensang H, Freeman C. The blood pressure in a population. Special Issue). Arch Med Stand 1997;35(5–515).]
measurements may be misleading. Inaccuracy resulting from random variation can be induced by taking the average of a larger sample of what is being measured, for example, by counting more cells on a blood smear, examining a larger area of a urine sediment, or studying more patients. Also, the extent of random variation can be estimated by statistical methods (see Chapter 10).

On the other hand, biased results are systematically different from the true value, no matter how many times they are repeated. For example, measurement of fetal heart rate (the example shown in Figure 2.2) would remain off-target even if repeated many more times. Similarly, all of the high values for VPDs shown in Figure 2.3 were recorded on the first day, and most of the low values on the third. The days were blood estimations of each other, because of variation in VPD rate from day to day.

DISTRIBUTIONS

Data that are measured on interval scales are often presented as a figure, called a frequency distribution, showing the number (or proportion) of a defined group of people possessing the different values of the measurement. Figure 2.5 shows the distribution in normal men of serum prostate-specific antigen (PSA), a test for prostate disease, especially cancer. Although PSA concentrations range from 0 to 10, most measurements are in the 0 to 4 range. Presenting interval data as a frequency distribution conveys the information in relatively fine detail.

Describing Distributions

It is convenient to summarize distributions. Indeed, summarization is imperative when a large number of distributions are presented and compared.

Two basic properties of distributions are used to summarize them: central tendency, the middle of the distribution; and dispersion, how spread out the values are. Several ways of expressing central tendency and dispersion, along with their advantages and disadvantages, are illustrated in Figure 2.5 and summarized in Table 2.6.

Actual Distributions

Distributions of clinical phenomena have many different shapes. The frequency distributions of four common blood tests (for potassium, alkaline phosphatase, glucose, and hemoglobin) are shown in Figure 2.6. In general, most of the values appear near

![Figure 2.5](image-url)

**Figure 2.5** - Measures of central tendency and dispersion. The distribution of prostate-specific antigen (PSA) levels in presumably normal men. (Source: Kane RA, Littman H, Jablonski S, Drugs JR, Livny A, Chivley A, Murphy CF, Metfell C. Prostate-specific antigen levels in 1,655 men without evidence of prostatic cancer. JAMA 1992;269:1201–1207.)
<table>
<thead>
<tr>
<th>Expression</th>
<th>Definition</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Central Tendency</strong></td>
<td>Sum of values for observations divided by number of observations</td>
<td>Well suited for mathematical manipulation</td>
<td>Affected by extreme values</td>
</tr>
<tr>
<td>Mean</td>
<td>The point where the number of observations above equals the number below</td>
<td>Not easily influenced by extreme values</td>
<td>Not well suited for mathematical manipulation</td>
</tr>
<tr>
<td>Median</td>
<td>Most frequently occurring value</td>
<td>Simplicity of meaning</td>
<td>Sometimes there are no, or many, most frequent values</td>
</tr>
<tr>
<td>Mode</td>
<td>From lowest to highest value in a distribution</td>
<td>Includes all values</td>
<td>Covary affected by extreme values</td>
</tr>
<tr>
<td><strong>Dispersion</strong></td>
<td>The absolute difference of individual values from the mean²</td>
<td>Well suited for mathematical manipulation</td>
<td>For non-Gaussian distributions, (see below) does not describe a known proportion of the observations</td>
</tr>
<tr>
<td>Range</td>
<td>The proportion of all observations falling between specified values</td>
<td>Describes “unusualness” of a value</td>
<td>Not well suited for statistical manipulation</td>
</tr>
<tr>
<td><strong>Percentile, decile, quartile, etc.</strong></td>
<td>( \frac{\sum_{i=1}^{n} (x_i - \bar{x})^2}{n-1} ) where ( x_i ) = each observation; ( \bar{x} ) = mean of all observations; and ( n ) = number of observations</td>
<td>Does not make assumptions about the shape of a distribution</td>
<td></td>
</tr>
</tbody>
</table>

*FIGURE 2.6. Actual clinical distributions. (Source: Martin HF, Gutierrez RJ, Ferger H. Normal values in clinical chemistry. New York: Marcel Dekker, 1975.)*
the middle of the distribution, and except for the central part of the curve, there are no “humps” or irregularities. The high and low ends of the distributions stretch out into tails, with the tail at one end often being more elongated than the tail at the other (i.e., the curves are skewed toward the longer end). Whereas some of the distributions are skewed toward higher values, others are skewed toward lower values. In other words, all of these distributions are unimodal (have only one hump), are roughly bell shaped, though not necessarily symmetrical. Otherwise, they do not resemble one another.

The distribution of values for many laboratory tests changes with characteristics of the patients such as age, sex, race, and nutrition. Figure 2.7 shows how the distribution of one such test, blood urea nitrogen (BUN, a test of kidney function), changes with age. A BUN of 25 mg/100 mL would be unusually high for a young person, but not particularly remarkable for an older person.

The Normal Distribution

Another kind of distribution is called the normal distribution (or “Gaussian,” after the mathematician who first described it). The normal distribution, based in statistical theory, describes the frequency distribution of repeated measurements of the same physical object by the same instrument. Dispersion of values represents random variation alone. A normal curve is shown in Figure 2.8. The curve is
CRITERIA FOR ABNORMALITY

It would be convenient if the frequency distributions of clinical measurements for normal and abnormal people were so different that these distributions could be used to distinguish two distinct populations. This is actually the case for some abnormal genes. Sequences (genetic abnormalities coding) for the autosomal dominant condition Familial Adenomatous Polyposis are either present or absent. People with the abnormal gene develop hundreds of polyps in their colon whereas people without the gene rarely have more than a few. But this is the exception that proves the rule. More often, the various genetic abnormalities coding for the same disease produce a range of expressions. Even the expression of a specific genetic abnormality (such as substitution of a single base pair) differs substantially from one person to another, presumably related to differences in the rest of the genetic endowment as well as exposure to external causes of the disease.

Therefore, most distributions of clinical variables are not easily divided into "normal" and "abnormal." They are not inherently dichotomous and do not display sharp breaks or two peaks that characterize normal and abnormal results. This is because disease is usually acquired by degrees, so there is a smooth transition from low to high values with increasing degrees of dysfunction. Laboratory tests reflecting organ failure, such as serum creatinine, for kidney failure or ejection fraction for heart failure, behave in this way.

Another reason why normals and abnormalities are not seen as separate distributions is that even when people with and without a disease have substantially different frequency distributions, the distributions almost always overlap. When the two distributions are mixed together, as they are in naturally-occurring populations, the abnormalities are usually not seen as separate because the abnormalities comprise such a small proportion of the whole. The curve for people with disease is "swallowed up" by the larger curve for healthy, normal people.

EXAMPE

Phenylketonuria (PKU) is an inherited disease characterized by progressive mental retardation in childhood. A variety of mutant alleles coding for phenylalanine hydroxylase results in dysfunction of the enzyme and, with a normal diet, accumulation of phenylalanine that results in symptoms. The genes are in principle either abnormal or not (Figure 2.9A). The diagnosis, which becomes apparent in the first year of life, is confirmed by persistently high phenylalanine levels (several times the usual range) and low tyrosine levels in the blood.

It is common practice to screen newborns for PKU with a blood test for phenylalanine a few days after birth, in time to treat before there is irreversible damage. However, even though the abnormal genes are present or absent (Figure 2.9B) the test misclassifies some infants because at that age there is an overlap in the distributions of serum phenylalanine concentrations in infants with and without PKU and because infants with PKU make up only a small proportion of those screened, less than 1/10,000 (Figure 2.9B). Some newborns with PKU are in the normal range either because they have not yet ingested enough phenylalanine-containing protein or because they have a combination of alleles associated with mild disease. Some children who are not destined to develop PKU have relatively high phenylalanine levels for example because their mothers have abnormal phenylalanine metabolism. The test is set to be positive at the lower end of the overlap between normal and abnormal levels, to detect most infants with the disease, even though only about 1 in 15 infants with an abnormal screening test turns out to have PKU.
Abnormal = Unusual

Normal often refers to the frequently occurring or usual condition. Whatever occurs often is considered normal, and what occurs infrequently is abnormal. This is a statistical definition, based on the frequency of a characteristic in a defined population. Commonly, the reference population is made up of people without disease, but this need not be the case. For example, we may say that it is normal to have pain from surgery or itching with eczema.

It is tempting to be more specific by defining what is unusual in mathematical terms. One commonly used way of establishing a cutoff point between normal and abnormal is to agree, somewhat arbitrarily, that all values beyond 2 standard deviations from the mean are abnormal. On the assumption that the distribution of question approximates a normal distribution, 2.5% of observations would then appear in each tail of the distribution and be considered abnormally high or abnormally low.

Of course, as already pointed out, most biologic measurements are not normally distributed. So it is better to describe unusual values, wherever the proportion chosen, as a fraction (or percentile) of the actual distribution. In this way, it is possible to make a direct statement about how infrequent a value is without making assumptions about the shape of the distribution from which it came.
A statistical definition of normality is commonly used but it can be ambiguous or misleading for several reasons:

1. If all values beyond an arbitrary statistical limit, say the 95th percentile, were considered abnormal, then the frequency of all diseases would be the same (if one assumed the distribution was normal, 2.5% if we consider just the extreme high and low ends of the distribution). Yet it is common knowledge that diseases vary in frequency; diabetes and osteoarthritis are far more common than ovary tumors and barly cell leukemia.

2. There is no general relationship between the degree of statistical unusualness and clinical disease. The relationship is specific to the disease in question and the setting. Thus, obesity is quite common in the United States but uncommon in many developing countries. For some measurements, deviations from usual are associated with an important degree only at quite extreme values, well beyond the 95th or even the 99th percentile. Failure of organs such as the liver and kidneys becomes symptomatic only when most of usual function is lost.

3. Sometimes extreme values are actually beneficial. For example, people with unusually low blood pressure are at average, at lower risk of cardiovascular disease than people with more usual blood pressures. People with unusually high bone density are at lower than average risk of fractures.

4. Many measurements are related to risk of disease over a broad range of values, with no threshold dividing normal from increased risk. Blood pressure is an example.

**Example**

Figure 2.10 shows that higher than usual systolic blood pressure is related to higher rates of ischemic heart disease mortality throughout a broad range of blood pressures, from 115 to 185 mm Hg. For every 20 mm Hg higher systolic blood pressure, there is a about a twofold higher ischemic heart disease death rate, with no evidence of a threshold down to 115 mm Hg systolic pressure, the lowest level for which there are adequate data. (5) About 80% of the general population of adults has a blood pressure below 140 mm Hg: the point at which drug treatment is recommended.

**Figure 2.10** Ischemic heart disease mortality for people age 40-69 years is related to systolic blood pressure throughout the range of values occurring in most people. There is no threshold between normal and abnormal, either for middle-aged and older people. "Mortality" is presented as a multiple of the baseline rate. (Source: Prospective Studies Collaboration. Age-specific reference of usual blood pressure to vascular mortality: A meta-analysis of individual data for one million adults in 61 prospective studies. Lancet 2002;360:1903–13.)
Abnormal — Associated with Disease

A sounder approach to distinguishing normal from abnormal is to call abnormal those observations that are clinically meaningful departures from good health—that is, associated with the risk of having or developing disease, disability, or death.

**EXAMPLE**

At what point does higher than average weight for height become a health problem? Figure 2.11A shows the relationship between body mass index (BMI, weight in kilograms divided by height in meters squared) and the risk of death from all causes in women who never smoked. (b) The risk is about the same over a broad range of BMIs, and only at a BMI of 28 does the risk begin to rise. However, risk for cardiovascular disease begins to rise at lower BMIs (Figure 2.11B), illustrating that the cutoff point between normal and abnormal also depends on the disease in question.

Abnormal — Treatable

For some conditions, particularly those that are not troublesome in their own right (asymptomatic), it is better to consider a measurement abnormal only if treatment at that level leads to a better outcome. This is because not every condition that is associated with an increased risk can be successfully treated: the removal of the condition may not remove risk, either because the condition itself is not a cause of disease but is only related to a cause or because irreversible damage has already occurred. Also, no label people abnormal can cause worry and a sense of vulnerability that are not justified if treatment cannot improve the outlook.

What is considered treatable changes with time. At their best, therapeutic decisions are grounded on evidence from well-conducted clinical trials (Chapter 8). As new knowledge is acquired from the results of clinical trials, the level at which treatment is considered useful may change.
Folic acid, a vitamin that occurs mainly in green leafy vegetables, was discovered early in the last century. Diets low in folic acid were found to cause a vitamin deficiency syndrome mainly characterized by anemia. For many years, adequate intake of folic acid was defined in the “recommended dietary allowance” as the amount necessary to prevent anemia. Recently, however, reasons for a new and higher level of “normal” intake have emerged. Folic acid intake by women early in pregnancy, at levels lower than in many women but well above those needed to prevent anemia, have been linked to neural tube defects in their offspring. Folic acid supplementation in high-risk women prevented about three quarters of those malformations. Thus, a new level for “normal” folic acid intake has emerged because of new information about the levels needed to prevent disease. The optimal level is at least two times (and some suggest eight times) higher than the older criterion for normal intake. As a practical matter, these levels of intake are feasible in most people only by vitamin supplements, not by diet alone.

### Regression to the Mean

When clinicians encounter an unexpectedly abnormal test result, they tend to repeat the test. Often, the second test result is closer to normal. Why does this happen? Should it be measured?

Patients selected because they represent an extreme value in a distribution can be expected, on the average, to have less extreme values on subsequent measurements. This phenomenon, called regression to the mean, occurs for purely statistical reasons, not because the patients have necessarily improved.

Regression to the mean arises in the following way (see Figure 2.12): People are selected for inclusion in a study or for further diagnosis or treatment because their initial measurement for a trait falls beyond an arbitrarily selected cutoff point in the tail of a distribution of values for all the patients examined. Some of these patients will remain above the cutoff point on subsequent measurements, because their true values are usually higher than average. But others who were found to have values above the cutoff point during the initial screening usually have lower values. They were selected only because they happened, through random variation, to have a high value at the time they were first measured. When the measurement is made again, these people have lower values than they had during the first screening. This phenomenon tends to drag down the mean value of the subgroup originally found to have values above the cutoff point.

Thus, patients who are singled out from others because of a laboratory test result that is unusually high or low can be expected, on average, to be closer to the center of the distribution if the test is repeated. Moreover, subsequent values are likely to be more accurate estimates of the true value, which could be obtained if measurements were repeated for

**FIGURE 2.12** Regression to the mean
a particular patient many times. So the time-honored practice of repeating laboratory tests that are found to be abnormal and of considering the second one the correct result is not merely wishful thinking. It has a sound theoretical basis. It also has an empirical basis. For example, it has been shown that half of serum T4 tests found to be outside normal limits on screening were within normal limits when repeated. (7) However, the more extreme the initial reading is, the less likely it is to be normal when repeated.

**REVIEW QUESTIONS**

For each of the numbered clinical scenarios below (2.1-2.3), select from the lettered options the most appropriate term for the type of data. Each option can be used once, more than once, or not at all.

2.1. Deep tendon reflex grade 0 (no response), 1+ (somewhat diminished), 2+ (normal), 3+ (bigger than average), and 4+ (very brisk).

A. Interval—Continuous
B. Dichotomous
C. Nominal
D. Ordinal
E. Interval—Discrete

2.2. Cancer recurrent/not recurrent 5 years after initial treatment.

2.3. Serum sodium 139 mg/dL.

2.4. Three seizures per month.

2.5. Causes of upper gastrointestinal bleeding: duodenal ulcer, gastritis, esophagitis, or other varices

2.6. When is it not possible to verify measurement of a phenomenon, such as itching, by the physical senses, which of the following can be said of its validity?

A. It is questionable, and one should rely on "hard" measures such as laboratory tests
B. It can be established by showing that the same value is obtained when the measurement is repeated by many different observers at different times

C. It can be supported by showing that the measurement is related to other measures of phenomena such as the presence of diseases that are known to cause itching
D. It can be established by showing that measurement results in a broad range of values
E. It cannot be established

2.7. A physician or nurse measures a patient’s heart rate by feeling the pulse for 10 seconds each time she comes to the clinic. The rates might differ from visit to visit because of all the following except:

A. The patient has a different pulse rate at different times
B. The measurement may misrepresent the true pulse by chance because of the brief period of observation
C. The physician and nurse use different techniques (e.g., pressure on the pulse
D. The pulse rate varies among patients
E. An effective treatment was begun between visits.

2.8. "Abnormal" is commonly defined by all of the following except:

A. The level at which treatment has been shown to be effective
B. The level at which death rate is increased
C. Statistically unusual values
D. Values that do not correspond to a normal distribution
E. The level at which there is an increased risk of symptoms

Read the following statements and mark each one as True or False.

___ 2.9. The normal distribution describes the distribution of most naturally-occurring phenomena
___ 2.10. The normal distribution includes 2.5% of people in each tail of the distribution. (beyond 2 standard deviations from the mean)
___ 2.11. The normal distribution is uni-modal and symmetrical
___ 2.12. The normal distribution is the best basis for defining abnormal
A patient is found to have a single serum cholesterol above 200 mg/dL, which is in the 65th percentile for adults in the United States and above a widely-accepted threshold for considering drug treatment.

2.13. This patient is likely to have a low serum cholesterol the next time it is measured

2.14. This patient may have been above the threshold by chance

2.15. The patient should be treated based on the observation that her cholesterol is higher than her peers.

Answers are in Appendix A.
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**KEY FACTS**

<table>
<thead>
<tr>
<th>Diagnostic test</th>
<th>Cutoff point</th>
<th>Likelihood ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>True positive</td>
<td>Receiver Operator</td>
<td>Probability</td>
</tr>
<tr>
<td>True negative</td>
<td>Characteristic (ROC) curve</td>
<td>Odds</td>
</tr>
<tr>
<td>False positive</td>
<td>Positive predictive value</td>
<td>Pretest odds</td>
</tr>
<tr>
<td>False negative</td>
<td>Negative predictive value</td>
<td>Posttest odds</td>
</tr>
<tr>
<td>Gold standard</td>
<td>Posterior (posttest) probability</td>
<td>Parallel testing</td>
</tr>
<tr>
<td>Criterion standard</td>
<td>Accuracy</td>
<td>Serial testing</td>
</tr>
<tr>
<td>Reference standard</td>
<td>Prevalence</td>
<td>Clinical prediction rules</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>Prior (pretest) probability</td>
<td>Diagnostic decision-making rules</td>
</tr>
<tr>
<td>Specificity</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Appearances to the mind are of four kinds. Things either are what they appear to be; or they neither are, nor appear to be; or they are, and do not appear to be; or they are not, yet appear to be. Rightly to aim in all these cases is the wise man’s task.

— Epictetus, 2nd century A.D.

Doctors spend a great deal of time diagnosing complaints or abnormalities in their patients, generally arriving at a diagnosis after applying various diagnostic tests. Clinicians should be familiar with basic principles when interpreting diagnostic tests. This chapter deals with those principles.

A diagnostic test is ordinarily understood to mean a test performed in a laboratory, but the principles discussed in this chapter apply equally well to clinical information obtained from history, physical examination, and imaging procedures. They also apply when a constellation of findings serves as a diagnostic test. Thus, one might speak of the value of prodromal neurologic symptoms, headache, nausea, and vomiting in diagnosing classic migraine; or of hemoptysis and weight loss in a cigarette smoker as indicators of lung cancer.

**SIMPLIFYING DATA**

In Chapter 2 (Abnormality), we pointed out that clinical measurements, including data from diagnos-
THE ACCURACY OF A TEST RESULT

Establishing diagnoses is an imperfect process, resulting in a probability rather than a certainty of being right. The doctor’s certainty or uncertainty about a diagnosis has been expressed by using terms such as "rule out" or "possible" before a clinical diagnosis. Increasingly, clinicians express the likelihood that a patient has a disease as a probability. That being the case, it behooves the clinician to become familiar with the mathematical relationships between the properties of diagnostic tests and the information they yield in various clinical situations. In many instances, understanding these issues will help the clinician reduce diagnostic uncertainty. In other situations, it may only increase understanding of the degree of uncertainty. Occasionally, it may even convince the clinician to incriminate his or her level of uncertainty.

A simple way of looking at the relationships between a test’s results and the true diagnosis is shown in Figure 3.1. The test is considered to be either positive (abnormal) or negative (normal), and the disease is either present or absent. There are then four possible types of test results, two of which are correct (true) and two, wrong (false). The test has given the correct result when it is positive in the presence of disease (true positive) or negative in the absence of the disease (true negative). On the other hand, the test has been misleading if it is positive when the disease is absent (false positive) or negative when the disease is present (false negative).

The Gold Standard

A test’s accuracy is considered in relation to some way of knowing whether the disease is truly present or not—a sounder indication of the truth often referred to as the gold standard (or criterion standard or reference standard). Sometimes the standard of accuracy is itself a relatively simple and inexpensive test, such as a thrust culture for group A streptococci to validate the clinical impression of strep throat or an antibody test for human immunodeficiency virus infection. More often, one must turn to
relatively elaborate, expensive, or risky tests to be cer-
tain whether the disease is present or absent. Among these are biopsy, surgical exploration, radiologic pro-
cedures, and of course, autopsy.

For diseases that are not self-limiting and ordinarily become overt in a matter of a few years after they are first suspected, the results of follow-up can serve as a gold standard. Screening for most cancers and chronic, degenerative diseases fall into this category. For them, validation is possible even if on-the-spot confirmation of a test's performance is not feasible be-
cause the immediately available gold standard is too risky, involved, or expensive. If follow-up is used, the length of the follow-up period must be long enough for the disease to declare itself but not so long that new cases can arise after the original testing.

Because it is almost always more costly, more dangerous, or both to use more accurate ways of establishing the truth, clinicians and patients prefer simpler tests to the rigorous gold standard, or tests initially. Chest x-rays and spuratus smears are used to determine the cause of pneumoonia, rather than lung biopsy with examination of the diseased lung tissue. Electrocardiograms and blood tests are used to establish the diagnosis of acute myocardial infarc-
tion, rather than catheterization or imaging proce-
dures. The simpler tests are used as proxies for more elaborate but more accurate ways of establishing the presence of disease, with the understanding that some risk of misclassification results. This risk is jus-
tified by the safety and convenience of the simpler tests. But simpler tests are only useful when the risks of misclassification are known and found to be acceptably low. This requires a sound comparison of their accuracy to an appropriate standard.

Lack of Information on Negative Tests

The goal of all clinical studies aimed at describing the value of diagnostic tests should be to obtain data for all four of the cells shown in Figure 3.1. Without all of these data, it is not possible to fully evaluate the accu-

Lack of Objective Standards for Disease

For some conditions, there are simply no hard-and-

f ast criteria for diagnosis. Angina pectoris is one of these. The clinical manifestations were described
Consequences of Imperfect Standards

Because of such difficulties, it is sometimes not possible for physicians in practice to find information on how well the tests they use compare with a thoroughly trustworthy standard. They must choose as their standard of validity another test that admittedly is imperfect, but is considered the best available. This may force them into comparing one imperfect test against another, with one being taken as a standard of validity because it has had longer use or is considered superior by a consensus of experts. In doing so, a paradox may arise. If a new test is compared with an old, but imperfect) standard test, the new test may seem worse even though it is actually better. For example, if the new test were more sensitive than the standard test, the additional patients identified by the new test would be considered false positives in relation to the old test. Similarly, if the new test is more often negative in patients who really do not have the disease, results for these patients would be considered false negatives compared with the old test. Thus, a new test can perform no better than an established gold standard test, and it will seem inferior when it approximates the truth more closely unless special strategies are used.

Sensitivity and Specificity

Figure 3.2 summarizes some relationships between a diagnostic test and the actual presence of disease. It is an expansion of Figure 3.1, with the addition of some useful definitions. Most of the rest of this chapter deals with these relationships in detail.

Example

Computed tomographic ("virtual") colonoscopy was compared to traditional (optical) colonoscopy in screening for colon cancer. (4) Both tests were performed on every patient without the clinicians interpreting each test knowing the results of the other test. Traditional colonoscopy is usually considered the gold standard for diagnosing colon cancer or polyps in asymptomatic adults. However, virtual colonoscopy identified a colon cancer missed by the traditional colonoscopy in order not to penalize the new test in comparison to the old. The investigators ingeniously created a new gold standard— a repeat optical colonoscopy after reviewing the results of both writing procedures—whenever there was disagreement between the tests.
FIGURE 3.2 Diagnostic test characteristics and definitions. Se = sensitivity; Sp = specificity; P = prevalence; PV = positive value; LR = likelihood ratio. Note that LR+ calculations are the same as Se/(1-Sp) and calculations for LR- are the same as (1-Se)/Sp.

DISEASE

<table>
<thead>
<tr>
<th>TEST</th>
<th>Present</th>
<th>Absent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>Negative</td>
<td>c</td>
<td>d</td>
</tr>
</tbody>
</table>

Se = \frac{a}{a+c} \quad Sp = \frac{d}{b+d} \quad P = \frac{a+c}{a+b+c+d}

LR+ = \frac{a}{b} \quad LR- = \frac{c}{d}


DISEASE

<table>
<thead>
<tr>
<th>TEST</th>
<th>Present</th>
<th>Absent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>34</td>
<td>108</td>
</tr>
<tr>
<td>Negative</td>
<td>1</td>
<td>282</td>
</tr>
</tbody>
</table>

Se = \frac{34}{35} = 97% \quad Sp = \frac{282}{459} = 61.3% \quad P = \frac{35}{459} = 7.66%

LR+ = \frac{34}{108} = 2.52 \quad LR- = \frac{1}{282} = 0.0035

Se = Sensitivity  
Sp = Specificity  
PV = Predictive value  
LR = Likelihood ratio  
P = Prevalence
Definitions

As can be seen in Figure 3.2, sensitivity is defined as the proportion of people with the disease who have a positive test for the disease. A sensitive test will rarely miss people with the disease. Specificity is the proportion of people without the disease who have a negative test. A specific test will rarely misclassify people as having the disease when they do not.

Applying these definitions to the DVT example (Figure 3.3), we see that 34 of the 35 patients with DVT had positive D-dimer results—for a sensitivity of 97%. On the other hand, of the 410 patients who did not have DVT, D-dimer results were correctly negative in only 282, for a specificity of 69%.

Use of Sensitive Tests

Clinicians should take the sensitivity and specificity of a diagnostic test into account when a test is selected. A sensitive test (i.e., one that is usually positive in the presence of disease) should be chosen when there is an important penalty for missing a disease. This would be so, for example, when there is reason to suspect a dangerous but treatable condition, such as tuberculosis, syphilis, or Hodgkin's disease, or in a patient suspected of having DVT. Sensitivity tests are also helpful during the early stages of a diagnostic workup, when a great many possibilities are being considered, to reduce the number of possibilities. Diagnostic tests are used in these situations to rule out diseases with a negative result of a highly sensitive test (as in the DVT example). In another example, one might choose the highly sensitive HIV antibody test early in the evaluation of long infiltrates and weight loss to rule out an AIDS-related infection in certain patients. In sum, a highly sensitive test is most helpful to the clinician when the test result is negative.

Use of Specific Tests

Specific tests are useful to confirm (or "rule in") a diagnosis that has been suggested by other data. This is because a highly specific test is rarely positive in the absence of disease; it gives few false-positive results. (Note that in the DVT example, the D-dimer test was not specific enough [63%] to initiate treatment after a positive test. All patients with positive results underwent compression ultrasonography, a much more specific test.) Highly specific tests are particularly needed when false-positive results can harm the patient physically, emotionally, or financially. Thus, before patients are subjected to cancer chemotherapy (with all its attendant risks, emotional trauma, and financial costs), tissue diagnosis (a highly specific test) is generally required. In summary, a highly specific test is most helpful when the test result is positive.

Trade-Offs Between Sensitivity and Specificity

It is obviously desirable to have a test that is both highly sensitive and highly specific. Unfortunately, this is usually not possible. Instead, there is a trade-off between the sensitivity and specificity of a diagnostic test. This is true whenever clinical data take a range of values. In those situations, the location of a cutoff point, the point on the continuum between normal and abnormal, is an arbitrary decision. As a consequence, for any given test result expressed in a continuous scale, one characteristic, such as sensitivity, can be increased only at the expense of the other (e.g., specificity). Table 3.1 demonstrates this interrelationship for prostate-specific antigen (PSA) levels in screening African American men in their 70s for prostate cancer. (6) If the cutoff level of the test were set too low (3.0 ng per milliliter and above), sensitivity is high (100%), but the trade-off is low specificity (69%), which would require many men without prostate cancer to undergo further testing. On the other hand, if the cutoff level were set too high, more men with prostate cancer would be missed. The authors suggest that an acceptable compromise would be a cutoff level of 3.5 ng per milliliter, with a sensitivity of 96% and a specificity of 78%. There is no way, using a PSA test alone, that one can improve both the sensitivity and specificity of the test at the same time.

The ROC Curve

Another way to express the relationship between sensitivity and specificity for a given test is to construct a curve, called a receiver operating characteristic (ROC) curve. An ROC curve for the PSA level in Table 3.1 is illustrated in Figure 3.4. It is constructed by plotting the true-positive rate (sensitivity) against the false-positive rate (1-specificity) over a range of cutoff values. The values on the axes run from a probability of 0 to 1.0 (or, alternatively, from 0 to 100%). Figure 3.4 illustrates visually the trade-off between sensitivity and specificity.
Tests that discriminate well crowd toward the upper left corner of the ROC curve; for them, as the sensitivity is progressively increased (the cutoff point is lowered) there is a little or no loss in specificity until very high levels of sensitivity are achieved. Tests that perform less well have curves that fall closer to the diagonal running from lower left to upper right. The diagonal shows the relationship between true-positive and false-positive rates that would occur for a test yielding no information—as if the clinician merely flipped a coin, for example.

The ROC curve shows how severe the trade-off between sensitivity and specificity is for a test and can be used to help decide where the best cutoff point should be. Generally, the best cutoff point is at or near the "shoulder" of the ROC curve, unless there are clinical reasons for minimizing either false negatives or false positives.

ROC curves are particularly valuable ways of comparing alternative tests for the same diagnosis. The overall accuracy of a test can be described in the area under the ROC curve; the larger the area, the better the test. Figure 3.5 compares the ROC curves for two questionnaires used to screen for alcoholism in elderly patients. These are the CAGE and the...
FIGURE 3.5 ROC curves for the CAGE and MAST questionnaires in elderly patients with and without alcoholism. CAGE is more sensitive and more specific than MAST, resulting in more area under the curve. (Redrawn from Jalowiec, TV, Lindsay B, Yousef P, Sohys R, Frainz-Enquist B. Alcoholism screening questionnaires: Are they valid in elderly medical outpatients? J Gen Intern Med 1993;8:674-679.)

MAST (Michigan Alcoholism Screening Test). (7) The CAGE is both more sensitive and more specific than the MAST and includes a much larger area under its curve.

Naturally, tests that are both sensitive and specific are highly sought after and can be of enormous value. However, practitioners must frequently work with tests that are not both highly sensitive and specific. In these instances, they must use other means of circumventing the trade-off between sensitivity and specificity. The most common way is to use the results of several tests together, as discussed below.

ESTABLISHING SENSITIVITY AND SPECIFICITY

Not infrequently, a new diagnostic test is described in glowing terms when first introduced, only to be found wanting later when more experience with it has accumulated. Initial enthusiasm followed by disappointment arises not from any dishonesty on the part of early investigators or unfair skepticism by the medical community later. Rather, it is related to limitations in the methods by which the properties of the test were established in the first place. At the student level, sensitivity and specificity may be inaccurately described because an improper gold standard has been chosen, as discussed earlier in this chapter. However, two other issues related to the selection of diseased and non Diseased patients can profoundly affect the determination of sensitivity and specificity as well. They are the severity of the disease to which the test is applied and bias in judging the test’s performance. Statistical uncertainty, related to studying a relatively small number of patients, also can lead to inaccurate estimates of sensitivity and specificity.

Spectrum of Patients

Difficulties may arise when the patients used to describe the test’s properties are somehow different from those to whom the test will be applied in clinical practice. Early reports often assess the test’s validity among people who are clearly diseased compared with people who are clearly not diseased, such as medical student volunteers for example. The test may be able to distinguish between these extremes very well, but perform poorly when differences are subtler. Also, patients with disease often differ in severity, stage, or duration of the disease, and a test’s sensitivity will tend to be higher in more severely affected patients.

EXAMPLE

Figure 3.5 illustrates how the performance of carcinoembryonic antigen (CEA) in diagnosing colorectal cancer varies with the stage of the tumor. CEA performs well for in situ disease and poorly for localized cancer. Thus, the sensitivity for “colorectal cancer” depends on the particular mix of stages of patients with disease used to describe the test. (8)

Similarly, some kinds of people without a given disease, such as those in whom disease is suspected, may have other conditions that cause a positive test, thereby increasing the false-positive rate and decreasing specificity. For example, CIA is also elevated in many patients with ulcerative colitis or cirrhosis. If patients with these diseases were included in the nondiseased group when studying the performance of CEA for diagnosing colorectal cancer, false positives would increase and the specificity of the test for cancer would fall.

In theory, the sensitivity and specificity of a test is independent of the prevalence of diseased indi-
EXAMPLE

A study was made of the sensitivity and specificity of the clinical breast examination in about 750,000 women. (5) When the clinical breast examination was used as a diagnostic test on women with breast complaints, the sensitivity (94% or 87%) and specificity (69%) were respectively high, but when the examination was used as a screening test on women with no breast symptoms, sensitivity fell to 80% and specificity rose to 95%.

Bias

The sensitivity and specificity of a test should be established independently of the means by which the true diagnosis is established. Otherwise, there could be a biased assessment of the test’s properties. This can occur in several ways. As already pointed out, if the test is evaluated using data obtained during the course of a clinical evaluation of patients suspected of having the disease in question, a positive test may prompt the clinician to continue pursuing the diagnosis, increasing the likelihood that the disease will be found. On the other hand, a negative test may cause the clinician to abandon further testing, making it more likely that the disease, if present, will be missed.

When the sensitivity and specificity of a test is being assessed, the test results should not be part of the information used to establish the diagnosis. In the original study of deep venous thrombosis diagnosis by D-dimer assay, the investigators made sure that the physicians performing the gold standard tests were unaware of the results of the D-dimer assays so that the results would not influence their interpretations of the gold standard tests. (10)

In the course of routine clinical care, this kind of bias can be used to advantage if recognized. Sometimes, the test is interpreted while taking other
clinical information into account, especially if the test result is subjectively interpreted. Many x-ray interpretations are subjective, and it is easy to be influenced by the clinical information provided. All clinicians have experienced having x-rays over-read because of a clinical impression, or conversely, of going back over old x-rays in which a finding was missed because a clinical fact was not communicated at the time, and therefore, attention was not directed to the particular area in the x-ray. Both to minimize and to take advantage of these biases, some radiologists prefer to read x-rays twice, first without, then with the clinical information.

All the biases discussed and to increase the agreement between the test and the gold standard. That is, they tend to make the test seem more useful than it actually is.

## Chance

Values for sensitivity and specificity are usually estimated from observations on relatively small samples of people with and without the disease of interest. Because of chance (random variation) in any one sample, particularly if it is small, the true sensitivity and specificity of the test can be misinterpreted, even if there is no bias in the study. The particular values observed are compatible with a range of true values, typically characterized by the "95% confidence intervals" (see Chapter 10). The width of this range of values defines the degree of precision of the estimates of sensitivity and specificity. Therefore, reported values for sensitivity and specificity should not be taken too literally if a small number of patients is studied.

Figure 3.7 shows how the precision of estimate of sensitivity increases as the number of people on which the estimate is based increases. In this particular example, the observed sensitivity of the diagnostic test is 75%. Figure 3.7 shows that if this estimate is based on only 10 patients, by chance alone the true sensitivity could be as low as 59% and as high as nearly 100%. When more patients are studied, the 95% confidence intervals narrow and the precision of the estimate increases.

The 95% confidence interval of a proportion is easily estimated by the following formula, based on the binomial theorem:

\[ p \pm 2 \sqrt{\frac{p(1-p)}{N}} \]

where \( p \) is the observed proportion and \( N \) is the number of people observed. To be more nearly exact, multiply by 1.96.

FIGURE 3.7 = Precision of an estimate of sensitivity. The 95% confidence interval for an observed sensitivity of 75%, according to the number of people observed.
PREDICTIVE VALUE

Sensitivity and specificity are properties of a test that should be taken into account when deciding whether or not to use the test. However, once the results of a diagnostic test are available, whether positive or negative, the sensitivity and specificity of the test are no longer relevant because these values are obtained in persons known to have or not to have the disease. But if one knew the disease status of the patient, it would not be necessary to order the test. For the clinician, the dilemma is to determine whether or not the patient has the disease, given the results of a test. (In fact, clinicians are usually more concerned with this question than the sensitivity and specificity of the test.)

Definitions

The probability of disease, given the results of a test, is called the predictive value of the test (see Figure 3.2). Positive predictive value is the probability of disease in a patient with a positive (abnormal) test result. Negative predictive value is the probability of not having the disease when the test result is negative (normal). Predictive value answers the question, "If my patient's test result is positive (negative), what are the chances that my patient does (does not) have the disease?" Predictive value is sometimes called positive- or post-test probability, the probability of disease after the test result is known. Figure 3.3 illustrates these concepts. Of the 202 patients with positive D-dimer assays, only 17% had DVT (positive predictive value). The negative predictive value of the test was much better, almost 100%.

The term accuracy is sometimes used to summarize the overall value of a test. Accuracy is the proportion of all test results, both positive and negative, that are correct. For the DVT example in Figure 3.3, the accuracy of D-dimer assays was 65%. (Calculate this for yourself.) The area under the ROC curve is another useful summary measure of the information provided by a test result. However, these summary measures usually are too crude to be useful clinically because specific information about the component parts—sensitivity, specificity, and predictive value at specific cutoff points—is lost when they are aggregated into a single number.

Determinants of Predictive Value

The predictive value of a test is not a property of the test alone. It is determined by the sensitivity and specificity of the test and the prevalence of disease in the population being tested, when prevalence has its customary meaning, the proportion of persons in a defined population at a given point in time having the condition in question. Prevalence is also called prior (or a priori) probability, the probability of disease before the test results are known. (For a full discussion of prevalence, see Chapter 4.)

The mathematical formula relating sensitivity, specificity, and prevalence to positive predictive value is derived from Bayes's theorem of conditional probabilities:

$$\text{Positive predictive value} = \frac{\text{Sensitivity} \times \text{Prevalence}}{(\text{Sensitivity} \times \text{Prevalence}) + (1 - \text{Specificity}) \times (1 - \text{Prevalence})}$$

The more sensitive a test is, the better it will be its negative predictive value (the more confident the clinician can be that a negative test result rules out the disease being sought). Conversely, the more specific the test is, the better will be its positive predictive value (the more confident the clinician can be that a positive test confirms or rules in the diagnosis being sought). Because predictive value is also influenced by prevalence, it is not independent of the setting in which the test is used. Positive results, even for a very specific test, when applied to patients with a low likelihood of having the disease, will be largely false positives. Similarly, negative results, even for a very sensitive test, when applied to patients with a high chance of having the disease, will likely be false negatives. In sum, the interpretation of a positive or negative diagnostic test result varies from setting to setting, according to the prevalence of disease in the particular setting.

It is not intuitively obvious why prevalence should affect interpretation of a test result. For those who are skeptical, it might help to consider how a test would perform at the extremes of prevalence. Remember that no matter how sensitive and specific a test might be (short of perfection), there will still be a small proportion of patients who are misclassified by it. Imagine a population in which no one has the disease. In such a group all positive results, even for a very specific test, will be false positives. Therefore, as the prevalence of disease in a population approaches zero, the positive predictive value of a test also approaches zero. Conversely, if everyone in a population tested has the disease, all negative results will be false nega-
tives, even for a very sensitive test. As prevalence approaches 100%, negative predictive value approaches zero. Another way for the skeptic to convince himself or herself of this relationship is to work with Figure 3.2, holding sensitivity and specificity constant, changing prevalence, and calculating the resulting predictive values.

The effect of prevalence on positive predictive value, for a test at different but generally high levels of sensitivity and specificity, is illustrated in Figure 3.8. When the prevalence of disease in the population tested is relatively high—more than several percent—the test performs well. But at lower prevalences, the positive predictive value drops to nearly zero, and the test is virtually useless. As sensitivity and specificity fall, the influence of prevalence on predictive value becomes more pronounced.

EXAMPLE

In a study of the accuracy of a D-dimer assay for diagnosing deep venous thrombosis (DVT), investigators found that among patients with suspected DVT, the prevalence of DVT was 19% and the positive predictive value was 29%. However, among patients with suspected DVT and known to have cancer (a risk factor for DVT), the prevalence of DVT rose to 64% and the positive predictive value rose to 50%. These observations occurred even though the sensitivity of the D-dimer assay was almost identical in the two groups (85% and 97%), as was specificity (49% and 46%) (10).

Screening for acquired immunodeficiency syndrome (AIDS) is another example of the effect of disease prevalence on positive predictive value.

The usual screening test for HIV-1 is an enzyme immunoassay that is both highly sensitive and specific (>95%). Most expert groups making recommendations for HIV testing recommend that clinicians offer HIV testing to people at high risk (such as intravenous drug users, in whom the prevalence of HIV is about 15%).

(11) When used in these groups, relatively few false positive results occur; however, prevalence of HIV in the general U.S. population is much lower, 0.1 — 0.25%, because of this low prevalence, most positive tests would be false positive. (Calculate this for yourself.) Therefore, most expert groups recommend concentrating on high-risk groups rather than screening the general population. (An exception is that many groups suggest testing all pregnant women because treatment of sero-positive women can prevent perinatal HIV infection in newborns.)

In general, prevalence is more important than sensitivity and specificity in determining predictive value (Figure 3.8). One reason why this is so is that prevalence can vary over a much wider range than sensitivity and specificity can. Prevalence of disease can vary from a fraction of a percent to near certainty in clinical settings, depending on the age, gender, risk factors, and clinical findings of the patient. Consider the difference in prevalence of liver disease in healthy, young adults who use no drugs, are not sexually promiscuous, and consume only occasional alcohol with that of insufficiently treated intravenous drug users having multiple sex partners. In contrast, sensitivity and specificity of diagnostic tests vary over a much narrower range, from about 50% to 99%.

![Figure 3.8 Positive predictive value according to sensitivity, specificity, and prevalence of disease](image-url)
Estimating Prevalence

Because prevalence of disease is such a powerful determinant of how useful a diagnostic test will be, clinicians must consider the probability of disease before ordering a test. But how can a doctor estimate the prevalence or probability of a particular disease in his or her patient? Until recently, clinicians relied on clinical observations and their experience to estimate the prior probability of a disease. Studies have shown that these estimates are often inaccurate (perhaps because doctors tend to remember recent or remarkable patients and, consequently, give them too much weight when making estimates).

The medical literature is another source for estimating prevalence. In one study of patients in a Veteran's Administration hospital, investigators searched MEDLINE and found prevalence (or percent information) for 78% of the clinical problems encountered. (12) Large clinical computer data banks also provide quantitative estimates of the probability of disease, given various combinations of clinical findings. (13) Although the resulting estimates of prevalence are not likely to be very precise, using estimates from the medical literature is bound to be more accurate than implicit judgment alone. Also, any inaccuracies are not likely to be so great as to change clinical judgments that are based on the estimates.

Increasing the Prevalence of Disease Before Testing

Considering the relationship between the predictive value of a test and prevalence, it is obviously to the physician's advantage to apply diagnostic tests in patients with an increased likelihood of having the disease being sought. In fact, as Figure 3.8 shows, diagnostic tests are most helpful when the prevalence of disease is neither very likely nor very unlikely.

There are several ways in which the probability of a disease can be increased before using a diagnostic test.

Referral Practice

Referral to teaching hospital wards, clinics, and emergency departments increases the chance that significant disease will underlie patients' complaints. Therefore, relatively more aggressive use of diagnostic tests might be justified in these settings. In primary care practice, on the other hand, and particularly among patients without complaints, the chance of finding disease is considerably smaller, and tests should be used more sparingly.

Example

While practicing in a military clinic, one of us saw hundreds of people with headaches; using ordered diagnostic tests, and never encountered a patient with a severe underlying cause of headache. (It is unlikely that important conditions were missed, because the clinic was virtually the only source of medical care for these patients, and the doctors treated in the military community for many months.) However, during the first week back in a medical residency, a patient visiting the hospital's emergency department because of a headache similar to the onesinstagram 2 in the military was found to have a cerebellar abscess.

Because clinicians may lack at different extremes of the prevalence spectrum at various times in their clinical practices, they should be bio in mind that the intensity of their diagnostic evaluation may need to be adjusted to suit the specific situations.

Selected Demographic Groups

In a given setting, physicians can increase the yield of diagnostic tests by applying them to demographic groups known to be at higher risk for a disease. A man of 65 is 15 times more likely to have coronary artery disease as the cause of anginal chest pain than a woman of 30; thus the electrocardiographic stress test, a diagnostic test for coronary disease, is more useful in confirming the diagnosis in the older man than in the younger woman. (14) Similarly, a sickle-cell test would obviously have a higher positive predictive value among African Americans than among whites of Norwegian descent.

Specifics of the Clinical Situation

The specifics of the clinical situation are clearly the strongest influence on the decision to order tests. Symptoms, signs, and disease risk factors all raise or lower the probability of finding a disease. For example, a woman with chest pain is more likely to have coronary disease if she has typical angina and hypertension and she smokes. As a result, an abnormal electrocardiographic stress test is more likely to represent coronary disease in such a woman than in persons without specific chest pain and no coronary risk factors.

The value of applying diagnostic tests to persons more likely to have a particular illness is intuitively obvious to most doctors. Nevertheless, with the
Because of this effect, physicians must interpret similar test results differently in clinical situations. A negative exercise test in an asymptomatic, 35-year-old man merely confirms the already low probability of coronary artery disease. But a positive test usually will be misleading if it is used to search for unsuspected disease, as sometimes has been done among joggers and on "executive physicals" for airline pilots and business executives. The opposite applies to the 65-year-old man with typical angina. In this case, the test may be helpful in confirming disease but not in excluding disease.

A diagnostic test is most useful in intermediate situations, in which prevalence is neither very high nor very low. For example, a 60-year-old man with atypical chest pain has a 67% chance of having coronary artery disease before stress testing (Figure 3.9), but after testing with greater than 2.5 mm ST-segment depression, he has a 99% probability of coronary disease.

**Implications for Interpreting the Medical Literature**

Published descriptions of diagnostic tests often include, in addition to sensitivity and specificity, some
conclusions about the interpretation of a positive or negative test (its predictive value). This is done, quite rightly, to provide information directly useful to clinicians. But the data for these publications are often gathered in university teaching hospitals where the prevalence of serious disease is relatively high. As a result, statements about predictive value in the medical literature may be misleading when the test is applied in less highly selected settings. What is worse, occasionally authors compare the performance of a test in a number of patients known to have the disease and an equal number of patients without the disease. This is an efficient way to describe sensitivity and specificity. However, any reported positive predictive value from such studies means little because it has been determined for a group of patients in which the investigators artificially set the prevalence of disease as 50%.

**Likelihood Ratios**

Likelihood ratios are an alternative way of describing the performance of a diagnostic test. They summarize the same kind of information as sensitivity and specificity and can be used to calculate the probability of disease after a positive or negative test (positive or negative predictive value). An advantage of likelihood ratios is that they can be used at multiple levels of test results.

**Odds**

Because the use of likelihood ratios depends on odds, it is important to distinguish odds from probability. Probability—used to express sensitivity, specificity, and predictive value—is the proportion of people in whom a particular characteristic, such as a positive test, is present. Odds, on the other hand, is the ratio of two probabilities, the probability of an event to that of its complement—the probability of the event. Odds and probability contain the same information, but they express it differently. The two can be interconverted using simple formulas:

- **Odds = Probability of event / (1 − Probability of event)**
- **Probability = Odds / (1 + Odds)**

These terms should be familiar to most readers because they are used in everyday conversation. For example, we may say that the odds are 4:1 that the New England Patriots will win tonight or that they have an 80% probability of winning.

**Definitions**

The likelihood ratio for a particular value of a diagnostic test is defined as the probability of that test result in people with the disease divided by the probability of the result in people without disease (see Figure 3.2). Likelihood ratios express how many times more (or less) likely a test result is to be found in diseased, compared with non-diseased, people. If a test yields dichotomous results (both positive and negative), two types of likelihood ratios describe its ability to discriminate between diseased and nondiseased people. In the case of a test’s positive likelihood ratio (LR+), it is the ratio of the proportion of diseased people with a positive test result (sensitivity) to the proportion of nondiseased people with a positive test result (1-specificity). A test’s negative likelihood ratio (LR−) is calculated when the test result is negative. In that case, it is the proportion of diseased people with a negative test result (1-sensitivity) divided by the proportion of nondiseased people with a negative test result (specificity) (see Figure 3.2).

In the example of deep venous thrombosis (see Figure 3.3), the data can be used to calculate likelihood ratios for DVT in the presence of a positive or negative test (D-dimer assay). A positive test is about 2.6 times more likely to be found in the presence of DVT than in the absence of it. If the D-dimer assay were negative, the likelihood ratio for this negative test is 0.05.

**Use of Likelihood Ratios**

Likelihood ratios can be used with odds, not probability. Therefore, the first step is to convert pretest probability (prevalence) to pretest odds, as outlined above:

- **Odds = Probability of event / (1 − Probability of event)**

Likelihood ratios can then be used to convert pretest odds to posttest odds, by means of the following formula:

- **Posttest odds = Pretest odds × Likelihood ratio**

Posttest odds can, in turn, be converted back to a probability, using the formula:

- **Probability = Odds / (1 + Odds)**
In these relationships, pretreat odds contain the same information as prior or post test probability (prevalence), likelihood ratios the same as sensitivity/specificity, and posttest odds the same as predictive value (posttest probability).

Why matter the concept of likelihood ratios when they are much more difficult to understand than prevalence, sensitivity, specificity and predictive value? The main advantage of likelihood ratios is that it is a method to go beyond the simple and clumsy classification of a test result as either abnormal or normal, as it is usually done when describing the accuracy of a diagnostic test only in terms of sensitivity and specificity at a single cutoff point. Obviously, disease is more likely in the presence of an extremely abnormal test result than it is for a marginal one. With likelihood ratios, it is possible to summarize the information contained in a test result at different levels. One can define likelihood ratios for each of an entire range of possible values. In this way, information represented by the degree of abnormality is not discarded in favor of just the crude presence of absence of it.

In computing likelihood ratios across a range of test results, a limitation of sensitivity and specificity is overcome. Instead of referring to the ability of the test to identify all individuals with a given result or worse, it refers to the ability of a particular test result to identify people with the disease. The same is true for the calculation of specificity. Thus, for tests with a range of results, LR can report information at each level.

In sum, likelihood ratios can accommodate the common and reasonable clinical practice of putting more weight on extremely high (or low) test results than on borderline ones when estimating the probability (or odds) that a particular disease is present.

**EXAMPLE**

How accurate is serum thyroxine (T4) alone as a test for hypothyroidism? This question was addressed in a study of 120 ambulatory general medical patients suspected of having hypothyroidism. (15) Patients were diagnosed as being hypothyroid if serum thyroxin (TSH) was elevated and if subsequent evaluations, including other thyroid tests and response to treatment, were consistent with hypothyroidism. The authors studied the initial T4 level in 27 patients with hypothyroidism and 195 patients who were found not to have it to determine how accurately the simple test alone might have diagnosed hypothyroidism.

As expected, likelihood ratios for hypothyroidism were highest for low levels of T4 and lowest for high levels (Table 3.2). The lowest values in the distribution of T4, <0.6 (μg/dL), were only seen in patients with hypothyroidism (t-test levels ruled in the diagnosis). The highest levels (>9.0 μg/dL) were not seen in patients with hypothyroidism (the presence of these levels ruled out the disease).

The authors concluded: "It may be possible to achieve cost savings without loss of diagnostic accuracy by using a single total T4 measurement for the initial evaluation of suspected hypothyroidism in selected patients..."

The likelihood ratio has several other advantages over sensitivity and specificity as a description of test performance. The information contributed by the test is summarized in one number corresponding to each level of test result. Also, likelihood ratios are particularly well suited for describing the overall odds of disease when a series of diagnostic tests is used (see below).

**Techniques for Using Likelihood Ratios**

Figure 3.3 and 3.11 on pages 52–53 demonstrate two ways of arriving at posttest probability by calculation and with a nomogram. Figure 3.11 makes the calculations using the deep venous thrombosis example in Figure 3.3 and shows that the calculated posttest probability (16%) is close to the 17% positive predictive value calculated in Figure 5.3. Although the process is conceptually simple and each individual calculation is easy, the overall effort is a bit daunting. The nomogram simplifies the process, but it requires having the nomogram available.

These calculations demonstrate a disadvantage of likelihood ratios. One must use odds, not probabilities, and most of us find thinking in terms of odds more difficult than probabilities. Also, the conversion from probability to odds and back requires math or the use of a nomogram, which can complicate calculating posttest odds and predictive value during the routine course of patient care.

Table 3.3 displays an easier way. It shows how of using likelihood ratios to provide a rough approximation of the effect of a test result on the probability a patient with a given test result has the disease (predictive value). (110) Likelihood ratios of 2.5, 5, and 10 increase the probability of disease approximately 15%, 30%, and 45%, respectively, and the inverse of these (likelihood ratios of 0.5, 0.2, and 0.1) decrease the proba-
### TABLE 3.2

<table>
<thead>
<tr>
<th>Serum Thyroxine (μg/dl)</th>
<th>Hypothyroid number (percent)</th>
<th>Normal number (percent)</th>
<th>Likelihood Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1.1</td>
<td>2 (7.0)</td>
<td></td>
<td>Rule in</td>
</tr>
<tr>
<td>1.1-2.0</td>
<td>3 (11.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1-3.0</td>
<td>1 (3.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.1-4.0</td>
<td>8 (29.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.1-5.0</td>
<td>4 (14.8)</td>
<td>1 (3.1)</td>
<td>4.6</td>
</tr>
<tr>
<td>5.1-6.0</td>
<td>4 (14.8)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>6.1-7.0</td>
<td>5 (13.1)</td>
<td>1 (3.1)</td>
<td></td>
</tr>
<tr>
<td>7.1-8.0</td>
<td>2 (7.0)</td>
<td>19 (39.4)</td>
<td></td>
</tr>
<tr>
<td>8.1-9.0</td>
<td>17 (36.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.1-10</td>
<td>20 (41.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.1-11</td>
<td>11 (23.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.3-12</td>
<td>4 (8.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;12</td>
<td>4 (8.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>27 (19)</td>
<td>75 (100)</td>
<td></td>
</tr>
</tbody>
</table>


The likelihood ratio of disease similarly 15%, 30%, and 45%. Besides use of likelihood ratios is easier when the three specific likelihood ratios and their effect (multiples of 15) on posttest probability are remembered, especially when the clinician can estimate the probability of disease in the patient before the test is done. Using this algorithm in the deep venous thrombosis example (Figure 3.5), the probability of disease with a D+ of 2.6 would be approximately 22% (the underlying 7% prevalence plus about 15%). This is a somewhat higher estimate than that obtained with the mathematical calculation, but it is close enough to conclude that a patient with a positive D-dimer assay needs some other test before the probability of deep venous thrombosis can be confirmed.

### MULTIPLE TESTS

Because clinicians commonly use imperfect diagnostic tests with less than 100% sensitivity and specificity and intermediate likelihood ratios, a single test frequently results in a probability of disease that is neither very high nor very low (somewhere between 10% and 90%, for example). Usually, it is not acceptable to stop the diagnostic process at such a point. Would a physician or patient be satisfied with the conclusion that the patient has even a 30% chance of having carcinoma of the colon? Or that an asymptomatic, 35-year-old man with 2.5 mm ST segment depression on a stress test has a 42% chance of coronary artery disease (see Figure 3.9)? Even for less deadly diseases, such as hypothyroidism, testing resulting in intermediate posttest probabilities are of little help. The physician is ordinarily bound to raise or lower the probability of disease substantially in such situations—unless, of course, the diagnostic possibilities are all trivial, nothing would be done about the result, or the risk of proceeding further is prohibitive. When these exceptions do not apply, the doctor will want to find a way to rule in or rule out the disease more decisively.

When multiple different tests are performed and all are positive or all are negative, the interpretation is straightforward. All too often, however, some are positive and others are negative. Interpretation is
Mathematical approach
1) Convert pretest probability (prevalence) to pretest odds
   \[ \text{Pretest odds} = \text{prevalence}/(1 - \text{prevalence}) \]
2) Multiply pretest odds by likelihood ratio to obtain posttest odds
   \[ \text{Posttest odds} = \text{pretest odds} \times \text{likelihood ratio} \]
3) Convert posttest odds to posttest probability (predictive value)
   \[ \text{Posttest probability} = \text{posttest odds}/(1 + \text{posttest odds}) \]

B) Using a likelihood ratio nomogram
Place a straight edge at the correct prevalence and likelihood ratio values and read off the posttest probability where the straight edge crosses the line.

---

**FIGURE 3.10** Formula and nomogram using test likelihood ratios to determine posttest probability of disease. (Revised from Fagan T: Nomogram for Bayes' theorem. N Engl J Med 1975;293:227.)

---

then must be complicated. This section discusses the principles by which multiple tests are applied and interpreted.

Multiple diagnostic tests can be applied in two basic ways (Figure 3.12). They can be used in parallel testing (i.e., all at once), and a positive result of any test is considered evidence for disease. Or they can be done in serial (i.e., successive) testing, with the decision to order the next test in the series based on the results of the previous test. For serial testing, all tests must give a positive result in order for the diagnosis to be made because diagnostic process is stopped with a negative result.

Parallel Testing
Physicians usually order tests in parallel when rapid assessment is necessary, as in hospitalized or emer-
A) Mathematical approach
1) Convert pretest probability (prevalence) to pretest odds
\[ \frac{0.77}{1-0.77} = 0.77 \]
2) Multiply pretest odds by likelihood ratio of positive test
\[ 0.77 \times 2.6 = 1.995 \]
3) Convert posttest odds to posttest probability (positive predictive value)
\[ \frac{0.195}{1 + 0.195} = 0.16 \]

B) Using a likelihood ratio nomogram
The pretest probability is 7% and the LR+ is 2.6. Place a ruler to intersect these two values and it crosses the posttest probability line at ~16% - 1%.

**FIGURE 3.11** Calculating the posttest probability of a positive D-dimer assay test for deep venous thrombosis (See Figure 3.1).

...
### TABLE 3.3 Simple "Rule of Thumb" for Determining Effect of Likelihood Ratios on Disease Probability

<table>
<thead>
<tr>
<th>Likelihood Ratio</th>
<th>Approximate Change in Disease Probability (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>+45</td>
</tr>
<tr>
<td>9</td>
<td>+40</td>
</tr>
<tr>
<td>8</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>+35</td>
</tr>
<tr>
<td>5</td>
<td>+30</td>
</tr>
<tr>
<td>4</td>
<td>+25</td>
</tr>
<tr>
<td>3</td>
<td>+20</td>
</tr>
<tr>
<td>2</td>
<td>+15</td>
</tr>
<tr>
<td>1</td>
<td>No Change</td>
</tr>
<tr>
<td>0.5</td>
<td>−15</td>
</tr>
<tr>
<td>0.4</td>
<td>−20</td>
</tr>
<tr>
<td>0.3</td>
<td>−25</td>
</tr>
<tr>
<td>0.2</td>
<td>−50</td>
</tr>
<tr>
<td>0.1</td>
<td>−45</td>
</tr>
</tbody>
</table>


---

**EXAMPLE**

Neither PSA nor digital rectal exam is a very sensitive test for the diagnosis of prostate cancer. Table 3.4 shows how sensitivity, specificity, and predictive values in the screening setting (men without symptoms). When the two tests are used in parallel, the sensitivity increases but the specificity falls. The positive predictive value is lower than for PSA testing alone. (7)

The degree to which sensitivity and negative predictive value increases with parallel testing depends on the extent to which each test contributes information that is independent of the other; that is, each test identifies patients with the disease that were missed by the other tests. For example, if two tests are used in parallel with 60 and 80% sensitivities, the sensitivity of the parallel testing will be only 80% if the better test identifies all the cases found by the less sensitive test. If the two tests each detect all the cases missed by the other, the sensitivity of parallel testing is, of course, 100%. If the two tests

---

**STRATEGY**

- **Parallel testing**
  - Test A or test B or test C is positive
  - Test A
  - Test B
  - Test C

- **Consequences**
  - ↑Sensitivity
  - ↓Specificity

**SEQUENCE OF EVENTS**

- Test A and test B and test C are positive

**FIGURE 3.12** Parallel and serial testing. In parallel testing, all tests are done at the same time. In serial testing, each subsequent test is done only when the previous test result is positive.
were completely independent of each other (see discussion of test independence below), then the sensitivity of parallel testing would be 92%.

Clinical Prediction Rules

A modification of parallel testing occurs when clinicians use the combination of multiple tests, some with positive and some with negative results, to arrive at a diagnosis. Usually, they start by taking a history and conducting a physical examination, searching for certain answers and findings. They may also order certain laboratory tests. The results of the combined testing from history, physical examination, and laboratory tests are then used to make a diagnosis. This process, along an implicit part of clinical medicine, has been examined systematically for an increasing number of diagnoses. For some medical conditions certain history items, physical findings, and laboratory results are particularly important in their predictive power for making a diagnosis. The resulting test combinations are called clinical prediction rules or diagnostic decision-making rules: sensitivity, specificity, and likelihood ratios are then calculated for these rules.

**Example**

"Sausage" is among the most common complaints in office practice, but the list of possible causes is long. Because acute bacterial sinusitis should be treated with antibiotics, it is important to diagnose the condition correctly but it is difficult to do so. Radiographic examination, the most accurate diagnostic test, is expensive and not always readily available. A study was undertaken to determine if a combination of history and physical examination tests could be used instead. In 111 patients presenting with nasal symptoms, 3 history and 7 physical examination tests independently predicted sinusitis (Table 3.5). However, none did so very well. This, when the results of the 5 tests were combined, a more useful prediction rule emerged. In a patient with at least 4 positive results, the likelihood ratio was 0.5, and the positive predictive value in this group was 81%, while when all 5 results were negative, the likelihood ratio was 0.1, with a positive predictive value of 69% (16).

**Serial Testing**

Serial testing maximizes specificity and positive predictive value, but lowers sensitivity and the negative

**TABLE 3.4** Test Characteristics of PSA and Digital Rectal Examination (DRE)*

<table>
<thead>
<tr>
<th>Test</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Positive Predictive Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSA 4.0 ng/mL</td>
<td>0.67</td>
<td>0.97</td>
<td>0.43</td>
</tr>
<tr>
<td>Abnormal DRE</td>
<td>0.50</td>
<td>0.94</td>
<td>0.24</td>
</tr>
<tr>
<td>Abnormal PSA or DRE</td>
<td>0.84</td>
<td>0.92</td>
<td>0.28</td>
</tr>
<tr>
<td>Abnormal PSA and DRE</td>
<td>0.34</td>
<td>0.195</td>
<td>0.49</td>
</tr>
</tbody>
</table>


**TABLE 3.5** An Example of a Diagnostic Decision-Making Rule: Predictors of Sinusitis

<table>
<thead>
<tr>
<th>Independent Predictors</th>
<th>Positive Likelihood Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual positive symptoms and signs</td>
<td></td>
</tr>
<tr>
<td>Maxillary toothache</td>
<td>2.5</td>
</tr>
<tr>
<td>Painful nasal sepation</td>
<td>2.1</td>
</tr>
<tr>
<td>Prior response to decongestants</td>
<td>2.1</td>
</tr>
<tr>
<td>Abnormal transillumination</td>
<td>1.5</td>
</tr>
<tr>
<td>History of epleed nasal sepation</td>
<td>1.5</td>
</tr>
<tr>
<td>Combined number of positive symptoms and signs</td>
<td></td>
</tr>
<tr>
<td>4 or 5</td>
<td>6.4</td>
</tr>
<tr>
<td>3</td>
<td>2.6</td>
</tr>
<tr>
<td>2</td>
<td>1.1</td>
</tr>
<tr>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>0</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Source: Williams J, Stiel D. Doth this patient have sinusitis? Diagnosing acute sinusitis by history and physical examination. JAMA 1993;270:1242-1246.
predictive value (see Table 3.4). One ends up surer that positive test results represent disease, but runs an increased risk that disease will be missed. Serial testing is particularly useful when some of the individual tests available to a clinician is highly specific.

Physicians most often use serial testing strategies in clinical situations where rapid assessment of patients is not required, such as in office practices and hospital clinics in which ambulatory patients are followed over time. Serial testing is also used when some of the tests are expensive or risky, these tests being employed only after simpler and safer tests suggest the presence of disease. For example, maternal age and blood tests (α-fetoprotein, chorionic gonadotropin and estriol) are used to identify pregnancies at higher risk of delivering a baby with Down syndrome. Mothers found to be at high risk by these tests are then offered amniocentesis. (19) Serial testing leads to less laboratory use than parallel testing because additional evaluation is contingent on prior test results. However, serial testing takes more time because additional tests are ordered only after the results of previous ones become available. Usually the test that is less risky, less invasive, easier to do, and cheaper should be done first. If these factors are not in play, performing the test with the highest specificity is usually more efficient, requiring fewer patients to undergo both tests.

Serial Likelihood Ratios

When a series of tests is used, an overall probability can be calculated, using the likelihood ratio for each test result, as shown in Figure 3.1.3. The prevalence of disease before testing is first converted to pretest odds. As each test is done, the posttest odds of one become the pretest odds for the next. In the end, a new probability of disease is found that takes into account the information contributed by all the tests in the series.

Assumption of Independence

When multiple tests are used, the accuracy of the final result depends on whether the additional information contributed by each test is somewhat independent of that already available from the preceding ones, such as when the next test does not simply duplicate known information. For example, in the diagnosis of endocarditis, it is likely that fever (an indication of inflammation), a new heart murmur (an indication of valve destruction), and Osler nodes (an indication of emboli) each add independent, useful information. In the example of acute bacterial meningitis, the investigators used statistical techniques to ensure that each diagnostic test included in the decision rule contributed independently to the diagnosis. The premise of independence underlies the entire approach to the use of multiple tests. However, it seems unlikely that tests for most diseases are fully independent of one another. If the assumption that the test are completely independent is wrong, calculation of the probability of disease from several tests would tend to overestimate the tests’ value.
REVIEW QUESTIONS

A study was made of clinicians' ability to diagnose streptococcal infection in 149 patients coming to the emergency department with sore throat. (28) Doctor’s clinical impressions were compared to results of throat culture for group A streptococci. Thirty-nine patients had positive throat cultures, and 27 of these were diagnosed by doctors as having strep throat. One hundred twelve patients had negative cultures, and doctors diagnosed 35 of these as having strep throat.

3.1. What is the sensitivity of the doctors’ clinical impression of strep throat in this study?

3.2. What is the specificity?

3.3. If the doctor thought the patient had strep throat, for what percent of patients was this correct?

3.4. If the doctor thought the patient did not have strep throat, for what percent of the patients was he correct?

3.5. How common was strep throat in patients coming to the emergency department?

3.6. Calculate the positive probability of a clinical impression of strep throat in this study.

Read the following statements and mark each true or false:

Overall, clinical impression of doctors about whether a patient has strep throat

3.7. Is about the same as flipping a coin to decide whether a patient has strep throat.

3.8. Could be affected if doctors knew results of the throat cultures when recording their clinical impressions.

3.9. Could be affected if only some patients with sore throats got throat cultures.

3.10. Is sufficiently accurate that no other testing is necessary.

Answers are in Appendix A.
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In Chapter 1, we outlined the questions that clinicians need to answer as they care for patients. We noted that answers were usually in the form of probabilities and only rarely as certainties. We mentioned that frequencies obtained from clinical research are the basis for probability estimates during patient care. In this chapter, we describe basic expressions of frequency, how they are obtained from clinical research, and how to recognize threats to their validity. We introduce these topics with the following patient.

**KEY WORDS**
- Numerator
- Denominator
- Prevalence
- Point prevalence
- Period prevalence
- Incidence
- Duration of disease
- Case fatality rate
- Complication rate
- Infant mortality rate
- Perinatal mortality rate
- Prevalence studies
- Cross-sectional studies
- Cohort
- Incidence studies
- Cohort studies
- Cumulative incidence
- Incidence density
- Person-time
- Dynamic population
- Population at risk
- Random sample
- Probability sample
- Sampling fraction
- Oversample
- Convenience samples
- Grab samples
- Epidemic
- Pandemic
- Epidemic curve

*Medicine is the science of uncertainty and the art of probability.*

— E. Mumford

**EXAMPLE**

A 72-year-old man presents with slowly progressive urinary frequency, hesitancy, and dribbling. Digital rectal examination reveals a symmetrically enlarged prostate gland. Urinary flow measurements show reduction in flow rate, and serum PSA is not elevated. The clinician diagnoses benign prostatic hyperplasia (BPH). In deciding on treatment, the clinician and patient must weigh the benefits and hazards of various therapeutic options. To simplify, let us say the options are medical therapy with drugs or surgery. The patient might choose medical treatment but runs the risk of worsening symptoms or obstructive renal disease because the treatment is usually immediately effective than surgery. Or he might choose surgery, gaining immediate relief of symptoms but at the risk of operative mortality and urinary incontinence.
Decisions such as the one this patient and clinician must make traditionally have been called "clinical judgment" and are based on experience at the bedside and in the clinic. In modern times, clinical research has become sufficiently strong and extensive that it has become possible to ground clinical judgment in research-based probabilities—or frequencies—as well. Probabilities of disease, improvement, deterioration, cure, side effects, and death form the basis for answering most clinical questions. For this patient, sound clinical judgment requires accurate information about how his symptoms will change over time. On the one hand is the likelihood of acute urinary retention or renal damage with medical treatment; on the other is symptom relief, mortality, and urinary incontinence with surgery.

ARE WORDS SUITABLE SUBSTITUTES FOR NUMBERS?

Physicians often communicate probabilities as words, such as usually, sometimes, rarely, and the like, rather than as numbers. Substituting words for numbers is convenient and avoids making a precise statement when one is uncertain about a probability. However, words are a poor substitute for numbers because there is little agreement about the meanings of commonly used adjectives describing probability.

**EXAMPLE**

Physicians were asked to estimate the likelihood of disease for each of 30 expressions of probability found by reviewing radiology and laboratory reports. There was great difference of opinion for each expression. Probabilities for "consistent with" ranged from 0.10 to 0.90; for "unlikely" the range was 0.01 to 0.30. These data support the authors' assertion that "differences of opinion among physicians regarding the management of a problem may reflect differences in the meaning ascribed to words used to define probability." (1)

Patients also assign widely varying probabilities to word descriptions. In another study, highly skilled and professional workers thought "usually" referred to probabilities of 0.35 to 1.0; "rarely" meant to them a probability of 0 to 0.15. (2)

Thus, substituting words for numbers diminishes the information conveyed. We advocate using numbers wherever possible.

**PREVALENCE AND INCIDENCE**

In general, clinically relevant measures of the frequency of events are fractions in which the numerator is the number of patients experiencing the outcome (cases) and the denominator is the number of people in whom the outcome could have occurred (population).

The two basic measures of frequency are prevalence and incidence.

**Prevalence**

Prevalence (sometimes referred to as prevalence rate) is the fraction (proportion or percent) of a group of people possessing a clinical condition or outcome at a given point in time (see Chapter 3). Prevalence is measured by surveying a defined population comprised of people with and without the condition of interest. **Point prevalence** is measured at a single point in time for each patient (although actual measurements need not necessarily be made at the same point in calendar time for all the people in the population). **Period prevalence** describes cases that were present at any time during a specified period of time.

**Incidence**

Incidence, on the other hand, is the fraction or proportion of a group of people initially free of the outcome of interest that develops the condition over a given period of time. Incidence refers then to new cases of disease occurring in a population initially free of the disease or new outcomes such as symptoms, disability or death occurring in patients with a disease.

**EXAMPLE**

Figure 4.1 illustrates the differences between incidence and prevalence. It shows the occurrence of disease in a population of 100 "people" over the course of 3 years (2002–2004). At time zero, individuals in the population develop the disease. They remain in this state until they either recover or die. In the 3 years, 16 people suffer the onset of disease, and 4 already had it before the period of observation. The remaining 80 people do not develop disease, and do not appear in the figure.
At the beginning of 2002, there already existed four cases, so the prevalence at that point in time is 4/100. If all 100 people, including prior cases, are examined at the beginning of each year, one can compute the prevalence at three points in time. At the beginning of 2003, the prevalence is 5/100 because two of the pre-2002 cases lingered on into 2003, and two of the new cases developing in 2002 terminated (hopefully in a cure) before the examination at the start of 2003. Prevalences can be computed for each of the other two annual examinations and, assuming that none of the original 106 people died, moved away, or refused examination, these prevalences are 7/100 at the beginning of 2004 and 5/100 at the beginning of 2005.

To calculate the incidence of new cases developing in the population, we consider only the 96 individuals free of the disease at the beginning of 2002 and what happens to them over the next 3 years. Five new cases developed in 2002, six new cases developed in 2003, and five additional new cases developed in 2004. The 3-year incidence of the disease is all new cases developing in the 3 years (16) divided by the number of susceptible individuals at the beginning of the follow-up period (96), or 16/96 in 3 years. What are the annual incidences for 2002, 2003, and 2004, respectively? Remembering to remove the previous cases from the denominator, we would calculate the annual incidences as 5/6 for 2002, 6/91 for 2003, and 5/85 for 2004.

Prevalence and Incidence in Relation to Time

Every measure of disease frequency necessarily contains some indication of time. With measures of prevalence, time is assumed to be instantaneous, as in a single frame from a motion picture. Prevalence depicts the situation at that point in time for each.
patient, even though it may, in reality, have taken several months to collect observations on the various people in the population. On the other hand, for incidence, time is the interval during which susceptible subjects were observed for the emergence of the event of interest. Table 4.1 summarizes the characteristics of incidence and prevalence.

**Distinguishing Prevalence and Incidence**

Why is it important to know the difference between prevalence and incidence? Because they answer two different questions: On the one hand, "What proportion of a group of people has a condition?"; and on the other, "At what rate do new cases arise in a defined population at a time passed?" The answer to one question cannot be obtained directly from the answer to the other. Prevalent cases are incident cases that have persisted in a population for various reasons, good and bad.

**RELATIONSHIPS AMONG PREVALENCE, INCIDENCE, AND DURATION OF DISEASE**

Anything that increases the duration of the disease or clinical finding in a patient will increase the chance that that patient will be identified in a prevalence study. Another look at Figure 4.1 will confirm this. Prevalent cases are those that remain affected—to the extent that patients are either cured, die of their disease, or leave the population under study, they are no longer a case in a prevalence study. Disease of brief duration will be more likely to be missed by a prevalence study. For example, 25%–40% of all deaths from coronary heart disease occur within 24 hours of the onset of symptoms in people having no prior evidence of disease. A prevalence study would, therefore, underestimate the true burden of coronary heart disease. In contrast, diseases of long duration are well represented in prevalence surveys, even when their incidence is low. The incidence of Crohn's disease is only about 2 to 7 per 100,000/year, but its prevalence is more than 100 per 100,000, reflecting the chronic nature of the disease. (S) The relationship among incidence, prevalence, and duration of disease is a steady state, in which none of the variables is changing much over time, is approximated by the following expression:

\[
\text{Prevalence} = \text{Incidence} \times \text{Average duration of the disease}
\]

Table 4.2 shows the approximate annual incidence and prevalence rates for asthma. Incidence falls with increasing age, illustrating the fact that the disease arises primarily in childhood, but prevalence stays fairly stable over the entire age span, indicating that asthma tends to be chronic and is especially chronic among older individuals. Also, because the pool of prevalent cases does not increase in size, with increasing age, approximately the same number of patients is recovering from asthma as new patients are developing it.

The rearranged formula (average duration = prevalence / incidence) shows that asthma has an average duration of 10 years. When the duration of asthma is determined for each age category (by dividing the prevalences by the incidences), it is apparent that the duration of asthma increases with

| TABLE 4.1 Characteristics of Incidence and Prevalence |
|---------------------------------------------|---------------------------------------------|
| Characteristic                           | Incidence                                      | Prevalence                                    |
| Numerator                                | New cases occurring during a period of time    | All cases counted on a single survey or examination of a group |
| Denominator                              | All susceptible people without disease at the beginning of the period | All people examined, including cases and noncases |
| Time                                     | Duration of the period                         | Single point or period                        |
| How measured                             | Cohort study (see Chapter 5)                   | Prevalence (cross-sectional) study            |
increasing age. This reflects the clinical observation
that childhood asthma often lessens with time,
whereas adult asthma tends to persist.

SOME OTHER RATES

Some rates are expressions of events over time, but
the period of follow-up is implicit. For example, a
case-fatality rate is the proportion of people having
a disease who die of it, with the implication being
that deaths are counted over a long enough period of
time for all deaths that might occur to have oc-
curred. Similarly, complication rate, the propor-
tion of people with a disease or treatment who experience
complications, antedates that enough time has passed
for the complications to have occurred. These kinds
of measures can be underestimated if follow-up is
not really long enough. For example, surgical site
infection rates have been under-reported because they
have been counted up to the time of hospital
discharge, whereas wound infections are first
apparent after discharge. (4) Other rates, such as in-
fant mortality rate and perinatal mortality rate
(defined in Table 4.3) are approximations of inci-
dence because the children in the numerator are not
necessarily those in the denominator. In the case of
infant mortality rate for a given year, some of the
children who die in that year were born in the pre-
vious year; similarly, the last children to be born in
date year may die in the following year. These rates
are constructed in this way to make measurement
more feasible, while providing a good approxima-
tion of a true rate. Table 4.3 summarizes some rates
used in health care.

STUDIES OF PREVALENCE AND INCIDENCE

Prevalence and incidence are measured by entirely
different kinds of studies.

**TABLE 4.2** The Relationships Among Incidence, Prevalence, and Duration of Disease: Asthma in the
United States

<table>
<thead>
<tr>
<th>Age</th>
<th>Annual Incidence</th>
<th>Prevalence</th>
<th>Duration (Prevalence/Annual Incidence)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-5</td>
<td>6/1,000</td>
<td>20/1,000</td>
<td>4.0 years</td>
</tr>
<tr>
<td>6-16</td>
<td>3/1,000</td>
<td>13/1,000</td>
<td>4.3 years</td>
</tr>
<tr>
<td>17-44</td>
<td>1/1,000</td>
<td>33/1,000</td>
<td>3.3 years</td>
</tr>
<tr>
<td>45-64</td>
<td>1/1,000</td>
<td>36/1,000</td>
<td>3.3 years</td>
</tr>
<tr>
<td>&gt;65</td>
<td>0</td>
<td>50/1,000</td>
<td>10.0 years</td>
</tr>
</tbody>
</table>

* Approximated from several sources.

**TABLE 4.3** Some Commonly Used Rates

<table>
<thead>
<tr>
<th>Rate Type</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case Fatality Rate</td>
<td>Proportion of patients who die of a disease</td>
</tr>
<tr>
<td>Complication Rate</td>
<td>Proportion of patients who suffer a complication of a disease or its treatment</td>
</tr>
<tr>
<td>Infant Mortality Rate</td>
<td>Number of deaths in a year of children &lt; 1 year of age</td>
</tr>
<tr>
<td>Perinatal Mortality Rate</td>
<td>Number of first births in the same year</td>
</tr>
</tbody>
</table>

Fetal deaths (28 + weeks to gestation) + neonatal deaths (first week) × 1,000
fetal deaths (28 weeks + of gestation) = Live births
Prevalence Studies

In prevalence studies, people in a population are examined for the presence of the condition of interest. Some members of the population have the condition at a given point in time, while others do not (Figure 4.2). The fraction or proportion of the population that has the condition (i.e., cases) constitutes the prevalence of the disease.

Another term is cross-sectional studies because people are studied at a cross-section of time. Prevalence is given more attention than incidence in this chapter because incidence will be taken up in greater detail in the following chapter.

The following is an example of a typical prevalence study:

**EXAMPLE**

What is the prevalence of major depressive disorder among adults in the United States? To answer this question, investigators surveyed a representative sample of all households in the 48 contiguous states and interviewed residents ages 18 years or older. Depression was measured by a scale developed by the World Health Organization for use by trained interviewers who do not have clinical experience. Results from this scale had been shown to agree with clinical examination. A total of 9,090 people responded to the survey. The 12-month prevalence was 6.6%. (5) Other studies have shown that the point prevalence in the adult population is comparable to the 12-month prevalence and that the prevalence of minor depression is about twice that of major depression.

Incidence Studies

The population under examination in an incidence study is a cohort, which is defined as a group of people having something in common when they are first assembled and are then followed over time for the development of outcome events. For this reason, incidence studies are also called cohort studies. First, a sample of people free of the outcome of interest is identified and observed over time to see whether an outcome event occurs. Members of the cohort may be healthy at first, then followed for the emergence of disease. Or, all of them may have a disease, then be followed for outcomes of that disease, such as symptoms or death. Incidence studies will be discussed in greater detail in Chapter 5.

Cumulative incidence

To this point, the term "incidence" has been used to describe the rate of new events in a group of people of fixed size, all members of which are observed over a period of time. This is called cumulative incidence because new cases are accumulated over time.

**EXAMPLE**

To study the incidence of dementia, investigators identified a cohort of older people who did not at the time have dementia. (6) Of 1,778 people followed over time, 305 died, 190 refused further testing, and 84 could not be found or were too ill to be examined. The remaining 1,195 were reexamined for an average of 2.5 years after the original examination. Overall, the incidence rate of dementia in this cohort was 4.16% per year and exceeded 8% per year for those who were over age 85 at the time of the first examination.
Incidence Density (Person-Years)

Another approach to studying incidence is to measure the number of new cases emerging in an ever-changing population, one in which people are under study and susceptible for varying lengths of time. The incidence derived from studies of this type is called incidence density because it is, figuratively speaking, the density of new cases in time and place. Typical examples are clinical trials in which eligible patients are enrolled over several years so that early enrollees are treated and followed for longer periods than late enrollees. In an effort to keep the contribution of individual patients commensurate with their follow-up intervals, the denominator of an incidence density measure is not persons at risk for a specific time period but person-time at risk for the outcome event. A patient followed for 10 years without an outcome event contributes 10 person-years, whereas one followed for 1 year contributes only one person-year to the denominator. Incidence density is expressed as the number of new cases per total number of person-years at risk.

The person-years approach is also useful for estimating the incidence of disease in large populations when an accurate count of new cases is available along with an estimate of the population at risk, even though the population, called a dynamic population, is continually changing. Most sizes and compositions of populations are relatively stable over short periods of time, even though individual members of the population are continually changing (Figure 4.3). For example, cancer registries have an accurate count of new cases of cancer in their region, but they have only a relatively good estimate of population size and makeup because people are entering and leaving the region continually.

A disadvantage of the person-years approach is that it weights together different lengths of follow-up. A small number of patients followed for a long time can contribute as many person-years as a large number of patients followed for a short time. It patients with long follow-up are systematically different from those with short follow-up—perhaps because outcome events take a long time to develop or because patients with especially bad prospects tend to leave the population—the resulting incidence density will depend on the particular combination of number of patients and follow-up time.

**Example**

Under what conditions could a potential carcinogen be identified, given that the latency period between exposure and onset of cancer is at least 10 years for most cancers? It might be possible to see an increase in cancer rate in a study of 1,000 people exposed to a carcinogen and followed up for 10 years. On the other hand, a study of 10,000 people for one year would not, even though it makes the same number of person-years (10,000) because the follow-up time is too short.

**Interpreting Measures of Frequency**

To make sense of a prevalence or incidence rate, the first steps involve careful definition of both the numerator and the denominator.

**What Is a Case?: Defining the Numerator**

Cases might be people in the general population who develop a disease or patients in clinical settings, with disease who develop an outcome event such as recurrence, complication of treatment, or death. In either situation, the way in which a case is defined affects rates. The definition of a case may change from time to time, changing the resulting rate.

**Example**

The prevalence of hypertension in adults depends on the cutoff value chosen to divide normal from abnormal. In 1997, the Joint Committee on High Blood Pressure changed its definition of hypertension; the old definition
called for treatment of people with systolic blood pressure in 160, while the new definition would treat people with systolic blood pressure in 140. Figure 4.4 shows the distribution of systolic blood pressure in the U.S. population and where the old and new definitions fall on this curve. Changing the definition resulted in an increase in the prevalence of hypertension from 21% to 29% and an additional 15 million people in the United States meeting criteria for antihypertensive therapy. (7)

Rates may also be affected by how aggressively one looks for cases.

**EXAMPLE**

Aspirin can induce asthma in some people. How often does this occur? It depends on the definition of a case. When people are simply asked whether they have a breathing problem after taking aspirin, rates are relatively low, about 1%-4% in adults. When a case is defined more rigorously, by giving aspirin and measuring whether this was followed by bronchoconstriction, the prevalence of aspirin-induced asthma is much higher: 38% in adults. (8) The lower rate pertains to clinical situations, while the higher rate tells us something about the biology of the disease.

Incidence can also change in relation to better ways of detecting disease.

**EXAMPLE**

Many cases of prostate cancer remain silent and are not detected during life. 10% of prostate-specific antigen (PSA), a blood test for prostate cancer, many of these indeterminate cases are now found. The test is relatively sensitive and linked to prostate biopsies that discover otherwise undetected tumors. The result of widespread use of PSA testing has been a rapid rise in the reported incidence of prostate cancer (Figure 4.5). The rise in incidence probably does not correspond to an increase in the true incidence in the population because it has occurred so fast and because similar increases have not been seen in countries, such as England and Wales, where PSA testing is less common. Note that incidence rates subsequently fell somewhat, presumably because of the relative of prevalent cases, brought to attention by the new test, have been exhausted. (9)

What is the Population? Defining the Denominator

A rate is useful only to the extent that the population in which it is measured—the denominator of the rate—is clearly defined and right for the question. Four characteristics of the denominator are especially important.

First, all members of the population should be susceptible to the outcome of interest; that is, they should comprise a population at risk. If members of the population cannot experience the event or condition counted in the numerator, they do not belong in the denominator. For example, rates of cervical cancer should be assessed in women who still have a cervix; to the extent that cervical cancer rates are based on populations that include women who have had hysterectomies (or for that matter, men), true rates will be underestimated.

![Figure 4.4](image)
Second, the population should be relevant to the question being asked. For example, if we wanted to know the prevalence of rheumatoid arthritis in the U.S. population, we would prefer to include in the denominator a random sample of all people in the United States. But if we wanted to know the prevalence of rheumatoid arthritis in a medical practice, perhaps to estimate a prior probability for diagnostic testing or to plan services, the relevant denominator would be patients seen in the practice, not people in the population at large.

Third, the population should be described in sufficient detail so that it is a useful basis for judging to whom it applies. What it is issue here is the generalizability of rates—deciding whether a reported rate applies to the kind of patients in your setting. A huge gradient in rates of disease exists across practice settings, from the general population to primary care practice to referral centers. Clinicians need to locate the reported rates on that spectrum if they are to use the information effectively.

Finally, the samples on which actual measurement of rates are made should be representative of the population from which they are derived.

**Sampling**

As we mentioned briefly in Chapter 1, it is rarely possible to study all the people who have or might develop the condition of interest. Usually, one takes a sample so that the number studied is manageable size. This leads to a central question: Does the sample accurately represent the parent population? In general, there are two basic ways of obtaining a sample, random and nonrandom, with different consequences.

Random samples are selected to produce representative samples of the population. In a simple random sample, every individual in the population has an equal probability of being selected. A more general term, probability sample, is used when each person has a known (not necessarily equal) probability of being selected. Probability samples are useful because it is often more informative to include in the sample a sufficient number of people in particular subgroups of interest, such as ethnic minorities or the elderly. If members of those subgroups comprise only a small proportion of the population, a simple random sample of the entire population might not include enough of them.
To remedy this, the investigators can vary the sampling fraction, which is the fraction of all members of each subgroup included in the sample. Investigators can oversample low frequency groups relative to the rest; that is, a larger percentage of them is selected at random. The final sample will still be representative of the entire population if the different sampling fractions are taken into account in the analysis.

On average, the characteristics of people in probability samples are similar to those of the population from which they were selected, particularly when the sample is large. To the extent that the sample differs from the parent population, it is by chance and not because of systematic error.

Nonrandom samples are common in clinical research for practical reasons. They are chosen because they are more convenient, even though they do not necessarily represent the parent population. They are convenience samples because their main virtue is that they were convenient to obtain, such as samples of patients who are visiting a medical facility, are cooperative, and are articular or grab samples (because the investigators just grabbed patients wherever they could find them). Most patients described in the medical literature, and found in most clinicians' experience, are based on biased samples of their parent population.

Typically, patients are included in studies because they are under care in an academic institution; are available; are willing to be studied; are not affected with diseases other than the one under study; and perhaps also are particularly interesting, severely affected, etc., both. There is nothing wrong with this practice as long as it is understood to whom the results do (or do not) apply. However, because of this the results of clinical research often leave the thoughtful clinician with a very large generalizability problem, from the research setting to the hit or her practice.

DISTRIBUTION OF DISEASE BY TIME, PLACE, AND PERSON

Epidemiology has been described as the study of the determinants of the distribution of disease in populations. Major determinants are time, place, and person. Distribution according to these factors can provide strong clues to the causes and control of disease, as well as to the need for health services.

Time
A epidemic is a concentration of new cases in time. The term pandemic is used when a disease is especially widespread, such as a global epidemic of particularly severe influenza (for example, the one in 1918-1919) and the more slowly developing but worldwide rise in HIV infection/AIDS. The existence of an epidemic is recognized by an epidemic curve that shows the rise (and sometimes fall) of cases of a disease over time in a population.

EXAMPLE

Figure 4-6 shows the epidemic curve for a newly recognized disease, called Severe Acute Respiratory Syndrome (SARS), in Beijing, People's Republic of China, during the spring of 2003. Of 1,713 in 46, 2521 probable cases were reported during the epidemic. Cases were called "probable" because at the time there were no hard and fast criteria for diagnosis. The working definition of a case included combinations of the following epidemiologic and clinical phenomena: contact with a patient with SARS or living or visiting an area where SARS was active, symptoms and signs of a febrile respiratory illness, chest radiograph changes, lack of response to antibiotics, and normal or decreased white blood cell count. Note, as more became known about this new disease, laboratory testing for the responsible coronavirus could be used to define a case. Cases were called "reported" to make clear that there was no assurance that all cases in the Beijing community were detected.

Page 46 also indicates when major control measures were instituted. The epidemic declined in relation to aggressive quarantine measures involving the closing of public places, stopping of public gatherings, notifying new cases early in their course, removing cases from the community, and isolating cases in facilities specifically for SARS. It is possible that the epidemic abated on its own accord, and not because of these control measures, but that is unlikely given the similar control measures in other places were also followed by a resolution of the epidemic. Whether the Chinese, the decline in rare cases allowed the World Health Organization to lift its advisory against travel to Beijing so the city could resume normal international business and reopen public places.

At the simplest level, knowledge of a local epidemic helps clinicians get the right diagnosis.
**EXAMPLE**

We first exposed this while serving as primary-care physicians on a military base in Germany. When one of us saw a child with a fever and rash on the hands and feet, we had only a hospital-based clinic in pediatrics to rely on, and we were perplexed. But when we and our colleagues began seeing many such children in a short span of time, we recognized (with the help of a pediatrician friend) that we were in the midst of an outbreak of exanthem subitum infection ("fifth disease") — which is distinct from the mild infectious disease of children.

**Place**

The geographical distribution of cases indicates where a disease is more and less important and provides clues to its causes.

**EXAMPLE**

The incidence of colorectal cancer is very different in different parts of the world. Rates, even when adjusted for differences in age, are high in North America, Europe, and Australia and low in Africa and Asia (Figure 4.7). (11) This observation has led to the hypothesis that environmental factors may play a large part in the development of this disease. This possibility has been supported by other studies, showing that people moving from countries of low incidence to those of high incidence acquire higher rates of colorectal cancer during their lifetime.

**Person**

When disease affects certain kinds of persons in the same time frame and in the same places as other people who are not affected, this provides clues to causes and guidance on how health-care efforts should be deployed. At the beginning of the AIDS pandemic, most cases were seen among male homosexuals who had many sexual partners and among drug addicts on the street who shared needles. This led to the early hypothesis that the disease was caused by an infectious agent transmitted in semen and blood. Laboratory studies confirmed this hypothesis and identified the human immunodeficiency virus. Identification of the kinds of people most affected also led to special efforts to prevent spread of the disease in them—for example, by targeting education about safe sex to those communities, closing public bath houses, and instituting safe-needle programs.

**VALUE AND LIMITATIONS OF PREVALENCE STUDIES**

Properly done prevalence studies are the very best ways to answer some important questions and are a weak way of answering others.
What Are Prevalence Studies Good For?

Prevalence studies provide valuable information about what to expect in different clinical situations.

**EXAMPLE**

The approach to cervical lymphadenopathy depends on where and in whom it is seen. Children with persistent cervical adenopathy seen in primary-care practice have only a 0.4 percent chance that the node represents cancer; mainly lymphoma, and biopsy is not a pressing consideration. On the other hand, lesions seen in primary-care practice have a 4.4 percent chance of having an underlying cancer of the head and neck. For them, clinicians should have a low threshold for lymph node biopsy, the definitive way of determining whether or not cancer is present. Rates of malignancy in referral centers are much higher, about 60% in adults with cervical adenopathy, and biopsies are usually done. The situation changes in different parts of the world. In developing countries, mycobacterial infections are a more common cause of lymphadenopathy than cancer. Thus, knowledge of prevalence helps clinicians prioritize the diagnostic possibilities in their particular setting and for the particular patient at hand.

Cross-sectional studies are the basis for diagnostic testing. Test properties (sensitivity/specificity or likelihood ratio) are obtained by this way, as are prevalence probabilities as the basis for choosing and interpreting the results of diagnostic test (see Chapter 3).

**EXAMPLE**

Under what conditions is it reasonable to screen for ovarian cancer? The prevalence of testable ovarian cancer dominates the answer to this question. The incidence is...
Finally, prevalence is an important guide to planning health services. In primary-care practice, being prepared for diabetes, obesity, hypertension and lipid disorders should demand more attention than planning for Hodgkin’s disease, aplastic anemia, or systemic lupus erythematosus. On the other hand, some referral hospitals, such as the one in which we did our residencies, are well prepared for these diseases, and appropriately so.

When Are Prevalence Studies Not Particularly Good?

Prevalence studies provide only weak evidence of cause and effect. Causal questions are inherently about new events arising over time; that is, they are about incidence. Does disease arise more often in people exposed to a possible risk or less often after preventive care? Does treatment result in fewer bad outcomes?

One or a limitations of prevalence studies, for this purpose, is that it may be difficult to know whether the purported case actually preceded the effect because the two are measured at the same point in time.

E X A M P L E

Reactivity may be a cause of cardiovascular disease. Numerous studies have found that reactive people have higher rates of cardiac events, such as sudden death and myocardial infarction, than those who exercise. The usual interpretation is that exercise protects against cardiac events. But it is not at least possible that people who have early symptoms of cardiovascular disease, ones not yet recognized by patients or doctors, reduce their exercise patterns, producing the observed association between exercise and cardiac events. That is, heart disease causes inactivity rather than inactivity causes heart disease. This possibility has been countered by studies in which exercise patterns were measured well before the onset of heart disease, with special efforts to rule out heart disease at that time.

If a risk or prognostic factor is certain to have preceded the onset of disease or outcome (family history or a genetic marker, for example), interpretation of the cause-and-effect sequence is less worrisome.

Another limitation is that prevalence may be the result of incidence of disease, the main consideration in causal questions; or it may be related to duration of disease, an altogether different issue. With only information about prevalence, one cannot determine how much each of the two, incidence and duration, contribute.

For these reasons, while prevalence studies may raise promising hypotheses about risk, prognosis, treatment, and prevention, these hypotheses need to be tested by strong studies that include incident cases.

POSTSCRIPT

Counting clinical events as described in this chapter may seem to be the most mundane of tasks, but it is one of the foundations of clinical science. In the ninetieth century, Pierre Louis introduced the " metodoical method" of evaluating therapy. Louis had the imagination to count deaths and recoveries from febrile illness in the presence and absence of bleeding. At the time, he was vilified for allowing lifeline numbers to cast doubt on the healing powers of the leech. Now, he is considered one of the heroes in the development of clinical research.
REVIEW QUESTIONS

The incidence of rheumatoid arthritis is 30/100,000/year, and the prevalence is about 1/120. Choose the response that best answers the question.

4.1. On average, how many years does this disease last?
A. 3
B. 10
C. 33
D. 40
E. 50

Questions 2-7 are about rates describing low back pain. For each statement, choose the rate that best describes it.
A. Cumulative incidence
B. Incidence density (person-years)
C. Point prevalence
D. Period prevalence
E. Not a rate

4.2. 98% of people will experience back pain sometime in their lifetime.
4.3. 31 million Americans have low back pain at any given time.
4.4. 15%. 45% of adults have back pain at some time in any year.
4.5. 30% of adults have low back pain at any given time.
4.6. About 2% of the U.S. workforce is compensated for back injuries each year.
4.7. In a study of 100 patients with low back pain, 60 recovered by 6 weeks.

You are reading a report of a study of the prevalence of anemia in women and want to decide whether or not the study is scientifically sound. Choose the response that best answers the question.

4.8. All of the following are characteristics of a good prevalence study except:
A. Characteristics of a "case" are clearly defined.
B. The study is done on a defined population.
C. All members of the population should be able to experience the clinical condition of interest.
D. Patients are followed for a sufficient period of time for outcome events to occur.
E. The study is done on a representative sample of the population.

You have come across a study of a cohort of patients with heart failure.

4.9. A cohort is a group of people who:
A. have something in common at the beginning of follow-up
B. are a random sample of a defined population
C. experience the outcome of interest
D. are examined at a point in time
E. have the outcome of interest and are available for study

The following are statements about what prevalence studies are useful for. Mark each one as True or False.

4.10. Studies of chronic diseases
4.11. Estimating the present probability of disease before diagnostic testing
4.12. Studies of cause and effect
4.13. Studies of diseases that rise and resolve rapidly

Answers are in Appendix A.
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Risk generally refers to the probability of some untoward event. In this chapter, the term risk is used in a more restricted sense to indicate the probability that people who are exposed to certain "risk factors" will subsequently develop a particular disease more often than similar people who are not exposed.

People have a strong interest in their risk of disease. This concern is reflected in newspaper headlines and in many popular books about risk reduction. Postmenopausal hormone therapy and its relation to the risk of breast cancer and cardiovascular disease, the effect of certain genes on cancer risk, and the risk of neurological deficits after different levels of lead exposure are all examples of topics in which the public has developed a strong interest, as well as concerns about determining and managing their risk.

This chapter describes how investigators obtain estimates of risk by observing the relationships between exposure to probable risk factors and the subsequent incidence of disease. We describe methods that determine risk by following groups into the future. In
Chapter 6, we will describe methods of studying risk by looking backward in time. We also discuss several ways of comparing risks as they affect individuals and populations.

**RISK FACTORS**

Characteristics associated with an increased risk of becoming diseased are called risk factors. Some risk factors are inherited. For example, having the haplotype HLA-B27 greatly increases one’s risk of acquiring the spore-farther-associated Work on the Human Genome Project has identified many other diseases for which specific genetic traits are risk factors, including colon and breast cancer, osteoporosis, and amyotrophic lateral sclerosis. Other risk factors, such as infectious agents, drugs, and toxins, are found in the physical environment. Still others are part of the social environment. For example, hemorrhage after the loss of a spouse, change in daily routines, and crowding have all been shown to increase rates of disease—not only emotional illness but physical illness as well. Some of the most powerful risk factors are behavioral: examples are smoking, drinking alcohol to excess, driving without seat belts, engaging in unsafe sex, eating too much, and exercising too little.

Exposure to a risk factor means that a person, before becoming ill, has come in contact with or has manifested the factor in question. Exposure can take place at a single point in time, as when a community is exposed to radiation during a nuclear accident. More often, however, contact with risk factors for chronic disease takes place over a period of time. Cigarette smoking, hypertension, sexual promiscuity, and sun exposure are examples of risk factors, with the risk of disease being more likely to occur with prolonged exposure.

There are several different ways of characterizing the amount of exposure or contact with a putative risk factor: ever been exposed, current dose, largest dose taken, total cumulative dose, years of exposure, years after first exposure, and so on. (1) Although the various measures of dose tend to be related to one another, some may show an exposure-disease relationship, whereas others may not. For example, cumulative doses of sun exposure constitute a risk factor for non-melanoma skin cancer, whereas episodes of severe sunburn are a better predictor of melanoma. If the correct measure is not chosen, an association between a risk factor and disease may not be evident. Choice of an appropriate measure of exposure to a risk factor is usually based on all that is known about the clinical and biologic effects of the exposure, the pathophysiology of the disease, and any previous epidemiological studies.

**RECOGNIZING RISK**

Large risks associated with effects that occur rapidly after exposure set off easy to recognize. It is not difficult to appreciate the relationship between exposure and medical conditions such as chickenpox, sunburn, and aspirin overdose because these conditions follow exposure relatively rapidly and with obvious effects. But most morbidity or mortality is caused by chronic diseases for which the relationships between exposure and disease are far less obvious. It is usually impossible for individual clinicians, however astute, to recognize risk factors for chronic disease based on their own experiences with patients. This is true for several reasons, which are discussed below.

**Long Latency**

Many chronic diseases have long latency periods between exposure to a risk factor and the first manifestations of disease. Radiation exposure in childhood, for example, increases the risk for thyroid cancer in adults decades later. Similarly, hyperproctosis precedes heart disease by decades, and alcohol intake in young and middle-aged women affects osteoporosis and fracture rates in old age. When patients experience the consequence of exposure to a risk factor years later, the original exposure may be all but forgotten and the link between exposure and disease obscured.

**Common Exposure to Risk Factors**

Many risk factors, such as cigarette smoking or eating a diet high in cholesterol and saturated fats, have become so common in western societies that for many years it was difficult to discern their dangers. Only by comparing patterns of disease among people with and without these risk factors, using cross-national studies or investigating special subgroups—Mormons, for example—who do not smoke or vegetarians who eat diets low in cholesterol—were risks re-identified that were, in fact, large.
Low Incidence of Disease

The onset of most diseases, even those thought to be "common," is actually uncommon. Thus, although lung cancer is the most common cause of cancer deaths in America, the yearly incidence of lung cancer, even in people who have smoked heavily for 25 years, is 2.3 in 100,000. In the average physician's practice, years may pass between new cases of lung cancer. It is difficult for the physician to draw conclusions about risks from such infrequent events.

Small Risk

Most chronic diseases are caused by several risk factors acting together. The risk associated with any one of them, taken alone, is small. To detect this risk, a large number of people must be studied to observe a difference in disease rates between exposed and unexposed persons. This is true even when both the risk factor and the disease occur relatively frequently. For example, studies of the role dietary fats plays in the risk of breast cancer have given contradictory results. A summary of all studies found that the risk was small, with an increase of 11% to 17%, depending on the type of risk measurement used. (5) Such a small risk could be discounted as resulting from bias or chance. In contrast, it is not controversial that hepatitis B infection is a risk factor for hepatoma, because people with hepatitis B infection are hundreds of times more likely to develop liver cancer than those without it.

Common Risk

When a disease is common such as breast disease, cancer, or stroke and some of the risk factors for it are already known, it becomes difficult to distinguish a new risk factor from the others. Also, these may be less incentive to seek new risk factors, even though it is entirely conceivable that there are other important causes not yet recognized.
Syndrome (SARS) is a matrix of weeks after the first reported cases. Similarly, physicians were quick to notice when several cases of carcinoma of the vagina, a very rare condition, began appearing. A careful search for an explanation was undertaken, and maternal exposure to diethylstilbestrol (a hormone used to stabilize pregnancies in women with a history of miscarriage) was found.

**Multiple Causes and Effects**

There is usually not a close, one-to-one relationship between a risk factor and a particular disease. The relationship between hypertension and congestive failure is an example (Figure 5.2). Some people with hypertension develop angina, heart failure, and mayy do not. Also, even people who do not have hypertension develop congestive heart failure, because there are several other causes. The relationship is also difficult to recognize because hypertension causes several diseases other than congestive heart failure. Thus, al-
though people with hypertension are about 3 times more likely than those without hypertension to develop congestive heart failure, and hypertension is the leading cause of the condition, physicians were not particularly aware of this relationship until the 1970s, when adequate evidence became available after careful study of large numbers of people over many years.

For all these reasons, individual clinicians are rarely in a position to recognize, let alone confirm, associations between exposure and chronic diseases. They may notice an association when a dramatic disease is very quickly after an unusual exposure. But most diseases and most exposures do not conform to such a pattern. For accurate information about risk, clinicians must turn to the medical literature, particularly to carefully constructed studies that involve a large number of patients.

USES OF RISK

In clinical medicine, knowledge of risk factors can be used in several different ways:

Risk Factors Predict Future Disease

Risk factors are used, first and foremost, to predict the occurrence of disease. The best available information for predicting disease in an individual person is past experience with a large number of people who have a similar risk factor. How well the prediction applies to the individual depends on the similarity of the individual person to the group and is, in any case, never perfect.

The presence of even a single risk factor does not necessarily mean that an individual is very likely to get the disease. For example, a heavy smoker (with an 80-pack-year history) has at least a hundred-fold greater risk of lung cancer compared to non-smokers, but he or she has about a 1 in 10 chance of getting lung cancer in the next 10 years.

Because predictions are expressed as probabilities of future events, there is a basic incompatibility between the incidence of a disease in groups of people and the chance that an individual will contract that disease. Anyone person will either develop the disease or not. So, in a sense, the average is always wrong for an individual because the two are expressed in different terms, a probability versus the presence or absence of disease. Nevertheless, there is no better way than to use probabilities to guide clinical decision making with individual patients. The goal is to continually improve predictions to make them more and more accurate for the individual at hand. For some diseases this is increasingly possible as more and more risk factors are identified that improve the precision of predicting disease occurrence.

Risk Factors May or May Not Be Causal

The search for risk factors usually is a search for causes of disease. In clinical medicine, physicians are more comfortable with immediate causes of disease— infectious, physiologic, or anatomic changes leading to symptoms such as a virus or bacteria causing AIDS or hypercholesterolemia leading to atherosclerosis. But distant causes, more removed from a condition, may be important in the causal pathway. For example, lack of maternal education is a risk factor for low birth-weight infants. Yet, other factors related to education, such as poor nutrition, less prenatal care, cigarette smoking, and the like are more direct causes of low birth weight. Nevertheless, mothers in India have shown that improving maternal education lowers infant mortality.

It is important to remember that just because risk factors predict disease, it does not necessarily follow that they cause disease. A risk factor may predict a disease outcome indirectly, by virtue of an association with some determinant of disease. In such a case, the risk factor is confounded with a truly causal factor.

A risk factor that is not a cause of disease is called a marker of disease, because it "marks" the increased probability of disease. Not being a cause does not diminish the value of a risk factor as a way of predicting the probability of disease, but it does imply that removing the risk factor might not remove the excess risk associated with it.

EXAMPLE

As pointed out in Chapter 1, there is strong evidence that the human papillomavirus (HPV) is a risk factor for cervical cancer, but the role of other sexually transmitted diseases, particularly Chlamydia trachomatis, is not as clear. Interestingly to these agents we more common among patients with genital cancer than in women without cancer, but it is possible that Chlamydia is only a marker for risk of cervical cancer because it is unusually involved in the transmission of both HPV and Chlamydia. C. trachomatis is a cause of trachoma, which even asymptomatic infections might help prevent cervical cancer, but if Chlamydia is only a marker, testing it
would not help prevent cancer. To find out whether chlamydial infection is a marker or a cause, a study was carried out in Sweden among women in a screening program for whom HPV worms were treatable over many years. (7) Fast Chlamydia infections were more common in women who subsequently developed cervical cancer even when taking into account HPV infections. Therefore, in this study, Chlamydia trachomatis appeared to be an independent risk factor, and not just a marker, for cervical cancer.

There are several ways of deciding whether a risk factor is a cause or merely a marker for disease. These are covered in Chapter 11.

### Risk Stratification for Screening Programs

Knowledge of risk factors can be used to improve the efficiency of screening programs by selecting subgroups of patients at substantially increased risk. Although the risk for breast cancer due to different genetic mutations is very low in the general population, it is much higher in women with close relatives who developed the disease at a relatively early age; blood screening for gene mutations are usually reserved for women whose family history indicates they are at increased risk. Similarly, screening for colorectal cancer is recommended for the general population starting at age 50. However, people with a first-degree relative with a history of colorectal cancer are at increased risk for the disease, and several expert groups suggest that screening these people should begin at age 40.

### Removing Risk Factors May Prevent Disease

If a risk factor is also a cause of disease, removing it can prevent disease whether or not the mechanism by which the disease develops is known. Some of the classic successes in the history of epidemiology illusory this point. Before bacteria were identified, Snow showed that an increased rate of cholera occurred among people drinking water supplied by a particular company, and the epidemic subsided after he cut off that supply. In the process, he established that cholera was spread by contaminated water supplies. More recently, even before HIV had been discovered, studies showed that having multiple sexual partners among homosexual men was a risk factor for acquiring AIDS. The concept of cause and its relationship to prevention is discussed in Chapter 11.

### STUDIES OF RISK

The most powerful way to determine whether exposure to a potential risk factor results in an increased risk of disease is to conduct an experiment in which the researcher determines who is exposed. People currently without disease are divided into groups of equal susceptibility to the disease in question. One group is exposed to the purported risk factor and the other is not. The groups are treated the same. Later, any difference in observed rates of disease in the groups could be attributed to the risk factor. Experiments are discussed in Chapter 8.
When Experiments Are Not Possible

The effects of most risk factors in humans cannot be studied with experimental studies. Consider some of the risk questions that concern us today: Are inactive people at increased risk for cardiovascular disease, everything the being equal? Do cellular phones cause brain cancer? Does a high-fat diet increase the risk of breast cancer? For such questions, it is usually not possible to conduct an experiment. Instead, it would be unethical to impose possible risk factors on a group of healthy people for the purposes of scientific research. Second, most people would balk at having their diets and behaviors determined by others for long periods of time. Finally, the experiment would have to go on for many years, which is difficult and expensive. As a result, it is usually necessary to study risk in less obtrusive ways.

Clinical studies in which the researcher gathers data by simply observing events as they happen, without playing an active part in what takes place, are called observational studies. Most studies of risk are observational studies and are either cohort studies, described in the rest of this chapter, or case-control studies, described in Chapter 6.

Cohorts

As defined in Chapter 4, the term cohort is used to describe a group of people who have something in common when they are first ascertained and who are then observed for a period of time to see what happens to them. Table 5.1 lists some of the ways in which cohorts are used in clinical research. Whatever members of a cohort have in common, observations of them should fulfill three criteria if the observations are to provide sound information about risk of disease.

1. They do not have the disease in question at the time they are ascertained.
2. They should be observed over a meaningful period of time in the natural history of the disease in question. This is so that there will be sufficient time for the risk to be expressed. If one wanted to learn whether neck irradiation during childhood results in thyroid nodules, a 5-year follow-up would not be a fair test of this hypothesis because the usual time period between irradiation exposure and the onset of disease is considerably longer.

3. Members of the cohort should be observed over the full period of follow-up. To the extent that people drop out of the study and their reasons for dropping out are related in some way to the outcome, the information provided by an incomplete cohort can misrepresent the true state of affairs.

Cohort Studies

In a cohort study (Figure 5.3), a group of people (a cohort) is assembled, none of whom has experienced the outcome of interest, but all of whom could experience it. (For example, in a study of risk factors for endometrial cancer, each member of the cohort should have an intact uterus.) Upon entry into the study, people in the cohort are classified according to those characteristics (possible risk factors) that might be related to the outcome. For each possible risk factor, members of the cohort are classified either in exposed (i.e., possessing the factor in question, such as hypertension) or not exposed.

<table>
<thead>
<tr>
<th>Characteristic in Common</th>
<th>To Assess Effect of</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Age</td>
<td>Life expectancy for people age 70 (regardless of birth date)</td>
</tr>
<tr>
<td>Date of birth</td>
<td>Calendar time</td>
<td>Tuberculosis rates for people born in 1930</td>
</tr>
<tr>
<td>Exposure</td>
<td>Risk factor</td>
<td>Lung cancer in people who smoke</td>
</tr>
<tr>
<td>Disease</td>
<td>Prognosis</td>
<td>Survival rate for patients with breast cancer</td>
</tr>
<tr>
<td>Preventive intervention</td>
<td>Prevention</td>
<td>Reduction in incidence of pneumonia after pneumococcal vaccination</td>
</tr>
<tr>
<td>Therapeutic intervention</td>
<td>Treatment</td>
<td>Improvement in survival for patients with Hodgkin’s disease given combination chemotherapy</td>
</tr>
</tbody>
</table>
The Framingham Study (48) was begun in 1949 to identify factors associated with an increased risk of coronary heart disease (CHD). A representative sample of 5,209 men and women, aged 30-62 years, was selected from approximately 10,000 persons of that age living in Framingham, a small town near Boston. Of these, 5,179 were free of CHD when first examined and, therefore, were at risk of developing CHD. These people were remeasured biennially for evidence of coronary disease. The study ran for 30 years and now continues with the Framingham Offspring Study. (11) It demonstrated that the risk of developing CHD is associated with elevated blood pressure, high serum cholesterol, cigarette smoking, glucose intolerance, and left ventricular hypertrophy. There was a large difference in risk of CHD between those with these and those with all of these risk factors.

Prospective and Historical Cohort Studies

Cohort studies can be conducted in two ways (Figure 5.3). The cohort can be assembled in the present and followed into the future (a prospective cohort study), or it can be identified from past records and followed forward from that time up to the present (a historical cohort study or retrospective cohort study). The Framingham Study described is an example of a prospective cohort study. The decision to conduct the study was made before the cohort was assembled. Useful retrospective cohort studies are sometimes possible with large databases.

The incidence of autism increased sharply in the 1990s, coinciding with an increasing use of vaccination of young children for measles, mumps, and rubella (MMR). A report linking MMR vaccination and autism in several children caused widespread alarm that vaccination (or the vaccine preservative thimerosal) was responsible for the increasing incidence of autism. In some countries, MMR vaccination among young children dropped, resulting in new outbreaks and even deaths due to measles. Because of the seriousness of the situation, several studies were done to evaluate MMR vaccine as a possible risk factor. In Denmark, a retrospective cohort study included all children (537,503) born from January 1991 through December 1999. The investigators reviewed the children's countywide health records and determined that 82% received the MMR vaccine (physicians must report vaccinations to the government in order to receive payment). 316 children were diagnosed with autism, and another 422...
with autistic-spectrum disorders. The frequency of autism among children who had been vaccinated was similar (in fact, slightly less) to that among children not receiving MMR vaccine. (123) This, along with other studies, provided strong evidence against the suggestion that MMR vaccine causes autism.

Case-Cohort Studies

With the increasing availability of computerized medical databases, another approach, the case-cohort design, takes advantage of the ability to determine the frequency of a given medical condition in a large group of people. In a case-cohort study, all exposed people are included in the study and followed for some measure of interest. However, only a small random sample of unexposed people is studied. For efficiency, the group of unexposed people is "enriched" with those who subsequently suffer the outcome of interest. The results are then adjusted to reflect the sampling fractions used to obtain the sample. This efficient approach to a cohort study requires that frequencies of outcomes be determined in the entire group of unexposed people, thus, the need for a large, computerized, medical database.

Advantages and Disadvantages of Cohort Studies

Most of the advantages and disadvantages of cohort studies discussed on the next page apply whether the study is prospective or historical. However, the potential for difficulties with the quality of data is different for the two. In prospective studies, data can be collected specifically for the purposes of the study and with full anticipation of what is needed. It is thereby possible to avoid biases that might undermine the accuracy of the data. On the other hand, data for historical cohorts are often gathered for other purposes—usually as part of medical records for patient care. Except for carefully selected questions, such as the relationship between vaccination and autism, the data in historical cohort studies may not be of sufficient quality for rigorous research.
The principal disadvantage is that when the occurrence is infrequent, which is usually the case in studies of risk, a large number of people must be entered in a study and remain under observation for a long time before results are available. Having to measure exposure in many people, even though few get the disease, is inefficient. For example, the Framingham Study of cardiovascular disease (the most common cause of death in America) was the largest study of its kind when it began. Nevertheless, more than 5,000 people had to be followed for several years before the first preliminary conclusions could be published. Only 5% of the people had experienced a coronary event during the first 8 years.

Another problem with prospective cohort studies results from the people under study usually being “free living” and not under the control of researchers. A great deal of effort and money must be expended to keep track of them. Cohort studies of risk, therefore, are expensive, usually costing many millions of dollars.

Because of the time and money required for cohort studies, this approach cannot be used for all clinical questions about risk. For practical reasons, the cohort approach has been reserved for only the most important questions. This has led to efforts to find more efficient, yet dependable, ways of assessing risk. The most common of these, case-control studies, is discussed in Chapter 6.

The most important scientific disadvantage of observational studies, including cohort studies, is that the subjects are subject to a great many more potential biases than are experiments. People who are exposed to a certain risk factor in the natural course of events are likely to differ in a great many ways from a comparison group of people not exposed to the factor. If some of these other differences are also related to the disease in question, they could account for any association observed between the putative risk factor and the disease.

This leads to the main challenge of observational studies: to deal with extraneous differences between exposed and nonexposed groups so as to mimic as closely as possible an experiment. The differences are considered “extraneous” from the point of view of someone trying to determine cause-and-effect relationships. The following example illustrates one approach to handling such differences.

**Example**

Although aspirin use has been found to be protective against cardiovascular disease and against death in the setting of acute myocardial infarction, the effect of long-term aspirin on all-cause mortality is less clear. Investigators therefore undertook a study among patients referred for stress echocardiography, to determine whether those who regularly used aspirin were at differ-

---

### Table 5.2: Advantages and Disadvantages of Cohort Studies

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>The only way of establishing incidence (i.e., absolute risk) directly</td>
<td>Inefficient because many more subjects must be enrolled than experience the event of interest; therefore, cannot be used for rare diseases</td>
</tr>
<tr>
<td>Follows the same logic as the clinical question; if parents are exposed, do they get the disease? Exposure can be limited without the bias that might occur if outcome were already known</td>
<td>Expensive because of resources necessary to study many people over time</td>
</tr>
<tr>
<td>Can assess the relationship between exposure and many diseases</td>
<td>Results not available for a long time</td>
</tr>
<tr>
<td></td>
<td>Accesses the relationship between disease and exposure to only relatively few factors (i.e., those recorded at the outset of the study)</td>
</tr>
</tbody>
</table>
The basic expression of risk is incidence, defined in Chapter 4 as the number of new cases of disease arising during a given period of time in a defined population that is initially free of the condition. In cohort studies, the incidence of disease is compared in two or more groups that differ in exposure to a possible risk factor. To compare risks, several measures of the association between exposure and disease, called measures of effect, are commonly used. These measures represent different concepts of risk and are used for different purposes. Four measures of effect are discussed below. Table 5.3 summarizes the four, along with absolute risk, and Table 5.4 demonstrates their use with the example of lung cancer.

**Absolute Risk**

Absolute risk is the probability of an event in a population under study. Its value is the same as that for incidence, and the terms are often used interchangeably. Absolute risk is the best way for individual patients and clinicians to understand how risk factors may affect their lives. Thus, as Table 5.4 shows, although smoking greatly increases the chances of dying from lung cancer, among smokers the absolute risk of dying from lung cancer each year is about 1 in 1,000.

**Attributable Risk**

One might ask, "What is the additional risk (incidence) of disease following exposure, over and above that experienced by people who are not exposed?" The answer is expressed as attributable risk, the ab-

<table>
<thead>
<tr>
<th>Expression</th>
<th>Question</th>
<th>Definition*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute risk</td>
<td>What is the incidence of disease in a group initially free of the condition?</td>
<td>$\frac{I - I_0}{I_0}$</td>
</tr>
<tr>
<td>Attributable risk (risk difference)</td>
<td>What is the difference in disease attributable to exposure?</td>
<td>$AR = I - I_0$</td>
</tr>
<tr>
<td>Relative risk (risk ratio)</td>
<td>How many times more likely are exposed persons to become sick, relative to nonexposed persons?</td>
<td>$RR = \frac{I}{I_0}$</td>
</tr>
<tr>
<td>Population-attributable risk</td>
<td>What is the incidence of disease in a population, associated with the prevalence of a risk factor?</td>
<td>$AR_p = AR \times P$</td>
</tr>
<tr>
<td>Population-attributable fraction</td>
<td>What fraction of disease in a population is attributable to exposure to a risk factor?</td>
<td>$AF = \frac{AR_p}{I_0}$</td>
</tr>
</tbody>
</table>

* Where $I_0$ = incidence in exposed persons; $I$ = incidence in unexposed persons; $P$ = prevalence of exposure to a risk factor; and $I$ = total incidence of disease in a population.

**Ways to Express and Compare Risk**

Minor biases in observational studies and ways of dealing with them are described in Chapter 7.

**TABLE 5.3** Measures of Effect
solute risk (or incidence) of disease in exposed persons minus the absolute risk in nonexposed persons. In Table 5.4 the attributable risk of lung cancer death in smokers is 0.89 per 1000. Attributable risk is the additional incidence of disease related to exposure, taking into account the background incidence of disease from other causes. Note that this way of comparing rates implies that the risk factor is a cause and not just a marker. Because of the way it is calculated, attributable risk is also called risk difference, the difference between two absolute risks.

Relative Risk

On the other hand, one might ask, “How many times are exposed persons more likely to get the disease relative to nonexposed persons?” To answer this question, relative risk or risk ratio, is the ratio of incidence in exposed persons to incidence in nonexposed persons. Relative risk (or as estimate of relative risk, odds ratios, taken up in Chapter 6) is the most commonly reported result in studies of risk, partly because of its computational convenience but also because it is a common metric in studies of similar risk factors but with different baseline incidence rates. Because relative risk indicates the strength of the association between exposure and disease, it is a useful measure of effect for studies of disease etiology.

Relative risk says nothing about the magnitude of the attributable risk, which depends on absolute as well as relative risk. For example, although a large European study found that use of oral contraceptives increased the risk of acute myocardial infarction among nonsmoking women about 35 years of age, the estimated attributable risk was less than 4 per 100,000 woman-years in those less than 35 years and more than 40 per 100,000 woman-years in those 35 years and older. (15) This finding corroborates the reality that myocardial infarctions in young women are rare and the incidence rises with age, regardless of the use of oral contraceptives. Even with a large relative risk, the attributable risk might be quite small if the disease is uncommon (as demonstrated with smoking and lung cancer in Table 5.4).

Interpreting Estimates of Individual Risk

The clinical meaning attached to absolute and attributable risk, on the one hand, and relative risk, on the other, is often quite different, because these expressions of risk stand for entirely different concepts. The appropriate expression of risk depends on what question is being asked.
EXAMPLE
Risk factors for cardiovascular disease are potentially thought to be worse, among the elderly than the middle-aged. This belief was re-visited by comparing the absolute, relative, and attributable risks of common risk factors for cardiovascular disease among different age groups. (16) An exam- ple is the risk of stroke from smoking (Table 5.5). The relative risk decreases with age, but 1.4 in persons aged 45-59, and 1.2 in persons aged 60-65. However, absolute risk and attributable risks increase sharply with age, mainly because stroke is more common in the elderly regardless of smoking status. Thus, the causal risk between smoking and stroke decreases with age, but an elderly individual who smokes increases his or her actual risk of stroke even more than a younger person does.

In most clinical situations, it is clearer simply to state the absolute risk—typically, as exposed and non-exposed people. Because attributable risk represents the additional probability of disease in those exposed, it is a more meaningful expression of risk for individuals than relative risk. On the other hand, relative risk is more useful for expressing the strength of a causal relationship.

Population Risk
Another way of looking at risk is to ask, "How much does a risk factor contribute to the overall rates of risk of disease in groups of people, rather than individuals?"

| TABLE 5.5 | Comparing Relative Risk and Attributable Risk in the Relationship of Smoking, Stroke, and Age |
|-------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| Age (years) | Non-smokers | Smokers | Relative Risk | Attributable Risk | 
| 45-49 | 7.1 | 29.7 | 4.0 | 22.3 |
| 50-54 | 17.2 | 37.0 | 2.2 | 19.8 |
| 55-59 | 27.9 | 64.7 | 2.3 | 36.7 |
| 60-64 | 47.4 | 76.9 | 1.6 | 29.5 |
| 65-69 | 80.2 | 110.4 | 1.4 | 30.2 |


This information is useful for deciding which risk factors are particularly important and which are trivial to the overall health of a community. This can inform those in policy positions about how to choose priorities for the deployment of healthcare resources. If a relatively weak risk factor is very prevalent in a community, it could account for more disease than a very strong, but rare, risk factor.

To estimate population risk, it is necessary to take into account the frequency with which members of a population are exposed to a risk factor. Population attributable risk is the product of the attributable risk and the prevalence of exposure to the risk factor in a population. It measures the excess incidence of disease in a community that is associated with a risk factor. One can also describe the fraction of disease occurrence in a population associated with a particular risk factor, the population-attributable fraction. It is obtained by dividing the population-attributable risk by the total incidence of disease in the population.

Figure 5.5 illustrates how the prevalence of a risk factor determines the relationship between individual and population risk. In the figure (A), the attributable risk of death according to diastolic blood pressure can be seen. Risk increases with increasing blood pressure. However, few people have extremely high blood pressures. (B) When hypertension is defined as having a diastolic blood pressure > 90 mm Hg, most hypertensive people are just over 90 mm Hg, and very few are in the highest category (≥ 115 mm Hg). As a result, the greatest percentage of excess deaths in the population (58.4%) is attributable to lower levels of hypertension, 90-105 mm Hg (see C). Paradoxically, then, physicians could save more lives with effective treatment of lower, rather than higher, levels of hypertension. This fact, so counterintuitive to clinical thinking, has been termed "the prevention paradox." (17)

Measures of population risk are less frequently en- countered in the clinical literature than are measures of absolute, attributable, and relative risks. But a par- ticular clinical practice is as much a population for the doctor as it is a community for health policymakers. Also, how the prevalence of exposure affects commu- nity risk can be important in the care of individual pa- tients. For instance, when patients cannot give a his- tory or when exposure is difficult for them to recollect, physicians depend on the usual prevalence of exposure to estimate the likelihood of various
diseases. When considering treatable causes of cirrho-
sis in North American patients, for example, it would
be more useful to consider alcohol than schistosomiasis,
a nuisanesh as few North Americans are exposed to
Schistosoma mansoni. Of course, one might make a very
different stance in the Nile delta, where schistosomiasis
are prevalent, and the people, who are mostly Mus-
lims, rarely drink alcohol.

REVIEW QUESTIONS

Questions 5.1 to 5.9 are based on the following
example:

Deep venous thrombosis (DVT) is a serious condition
that occasionally can lead to pulmonary embolism
and death. (18) The incidence of DVT is increased
with the use of oral contraceptives (OC). In 1994, a
gene mutation, Factor V Leiden, was identified in
causing a hereditary prothrombotic condition asso-
ciated with DVT. Heterozygous have 4 in 10 times —
and homozygous have 50 to 100 times — the risk of
DVT of the general population. Three such risk factors,
OC, and Factor V Leiden, interact. In women with-
out the genetic mutation, incidence of DVT rises from
about 0.8/10,000 women-year among those not on
OC to 2.8/10,000 women-year for those taking the
pill. The baseline incidence of DVT in heterozygous
for Factor V Leiden is 0.5/10,000 women-year, rising
to 28.5/10,000 women-year among those taking OC.
Mutations for Factor V Leiden occur in about 5% of
whites but are absent in Africans and Asians.

For questions 5.1 to 5.6, select the one best answer
for each group of women described.

A. 7/10,000/year
B. 5.7/10,000/year
C. 28.5/10,000/year
D. 35.6/10,000/year
E. 0.8/10,000/year
F. 3.8/10,000/year
G. 3.0/10,000/year
H. 9.5/10,000/year
I. 4.7/10,000/year
J. 4.6/10,000/year

FIGURE 5.3 Relationships among single risk factors, prevalence of risk factors, and population risk for hy-
pertension. Although the ambulatory blood pressure increase in blood pressure levels in-
creases in most age groups, the widespread blood pressure elevation among middle-aged adults
(within the range of 30-39 years) is the most striking. Hypertension is much more prevalent than severe hypertension.
(adapted from The Hypertension Detection and Follow-up Cooperative Group. JAMA 1978; 239: 251-261.)
5.1. Absolute risk of DVT in women who neither have the mutation nor take OC.

5.2. Absolute risk of DVT in women who do not have the mutation but take OC.

5.3. Absolute risk of DVT in women who are heterozygous for the mutation but do not take OC.

5.4. Risk of DVT in women who are heterozygous for the mutation and take OC, relative to women without the mutation who take OC.

5.5. Risk of DVT in women who take OC, but do not have the mutation, relative to those without the mutation who do not take OC.

5.6. Risk of DVT in women who are heterozygous for the mutation but do not take OC, relative to those without the mutation who do not take OC.

In a population with 100,000 white women, all of whom take OC, calculate:

5.7. The different in risk for women who are heterozygous for Factor V Leiden and those without the mutation.

5.8. The population-attributable risk for DVT in women who are heterozygous for Factor Leiden V.

Answer the following question and give your reasoning:

5.9. Would you prescribe an oral contraceptive to a woman who was known to be heterozygous for a Factor V Leiden mutation? Why or why not?

Circle the best response.

5.10. All of the following statements are true about both prospective and retrospective cohort studies except:
A. They measure incidence of disease directly.
B. They allow assessment of possible associations between exposure and many diseases.
C. They allow investigators to decide beforehand what data to collect.

D. They avoid bias that might occur if measurement of exposure is made after the outcome of interest is known.

Answers are in Appendix A.
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Cohort studies are a wonderfully logical and direct way of studying risk, but they have practical limitations. Most chronic diseases take a long time to develop. The latency period, or the period of time between exposure to a risk factor and the expression of its pathologic effects, is measured in decades for most chronic diseases. For example, smoking precedes coronary disease, lung cancer, and chronic bronchitis by 20 or more years, and osteoporosis with fractures occurs in the elderly because of diet and exercise patterns throughout life. Also, relatively few people in a cohort develop the outcome of interest, even though it is necessary to measure exposure in, and to follow-up, all members of the cohort. The result is that cohort studies of risk require a lot of time and effort, not to mention money, to get an answer. The situation is even worse when the disease is uncommon.

Some of these limitations can be overcome by making modifications to cohort methods, such as retrospective cohort or case-cohort designs, described in the preceding chapter. In this chapter, we describe another way of studying the relationship between a potential risk (or protective) factor and disease more efficiently: case-control studies. This approach has two main advantages over cohort studies. First, it is more efficient because it bypasses the need to collect data on a large number of people, most of whom do not get the disease. Second, it is faster. It is not necessary to wait for measurement of exposure until effects occur.

But efficiency and timeliness come at a cost. Managing bias is a more difficult and sometimes uncertain task in case-control studies. Also, these studies produce only an estimate of relative risk and no direct information on the other measures of effect such as —
solute risk, attributable risk, and population risks that were described in the preceding chapter.

The respective advantages and disadvantages of cohort, case-control, and prevalence studies are summarized in Table 6.1.

Despite the drawbacks, the trade-off between scientific strength and feasibility is often worthwhile. Indeed, case-control studies are indispensable for studying risk for very uncommon diseases.

**EXAMPLE**

It has long been suspected that phenylpropanolamine, a constituent of appetite suppressants and cough and cold remedies, might cause hemorrhagic stroke, especially in young women. However, hemorrhagic stroke is quite uncommon, the rate is 0.6 per million women age 35 to 54 years. On day, if the risk of phenylpropanolamine were studied in a cohort, hundreds of millions of women data would have to be accumulated to observe just a few hundred cases, which would be too hard to detect even a large relative risk with statistical confidence. A case-control study overcame this problem. The investigators identified 702 patients with hemorrhagic stroke in 43 U.S. hospitals and twice as many controls in the same area 45 cases. The study was able to estimate the relative risk of use in women taking appetite suppressants containing phenylpropanolamine, which was about 16. (1)

**CASE-CONTROL STUDIES**

The basic design of a case-control study is diagrammed in Figure 6.1. Two samples are selected: patients who have developed the disease in question and otherwise similar people who have not developed the disease. The researchers then look backward in time to measure the frequency of exposure to a possible risk factor in the two groups. For this reason, case-control studies are sometimes called retrospective studies, which should not be confused with retrospective cohort studies (described in the preceding chapter). The resulting data can be used to estimate the relative risk of disease related to the possible risk factor.

<table>
<thead>
<tr>
<th>TABLE 6.1</th>
<th>Summary of Characteristics of Cohort, Case-Control, and Prevalence Designs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cohort</td>
<td>Case-Control</td>
</tr>
<tr>
<td>Begins with a defined population at risk</td>
<td>Population at risk may be undefined</td>
</tr>
<tr>
<td>Cases not selected but ascertained by surveillance</td>
<td>Cases selected by investigator from an available pool of patients</td>
</tr>
<tr>
<td>Controls, the comparison group (i.e., noncases), not selected—they evolve naturally</td>
<td>Controls selected by investigator to resemble cases</td>
</tr>
<tr>
<td>Exposure measured before the development of disease</td>
<td>Exposure measured, reconstructed, or reevaluated after development of disease</td>
</tr>
<tr>
<td>Risk or incidence of disease and relative risk measured directly</td>
<td>Risk or incidence of disease cannot be measured directly</td>
</tr>
<tr>
<td></td>
<td>Relative risk of exposure can be estimated by odds ratio</td>
</tr>
</tbody>
</table>
Does habitual vigorous physical activity protect against primary cardiac arrest in people without apparent heart disease? Investigators in Seattle conducted a case-control study to answer this question. (3) How was it done? (See Figure 6.2.)

First, the investigators obtained a sample of cases of primary cardiac arrest, which is cardiac arrest without an apparent antecedent cause such as sepsis or trauma, arising in a defined population. The existence of an emergency medical information system in Seattle made this possible. Cases were selected from 1,250 people living in Seattle and suburban King County, Washington, who had suffered out-of-hospital primary cardiac arrest during a defined period of time. Paramedics attended nearly all within 15 minutes of primary cardiac arrest at the site at the time, so the sample included most cases in the population.

Second, the investigators needed controls that were otherwise similar but had not had primary cardiac arrest. Controls were selected by dialing randomly selected telephone numbers in the same area; most people in the area had telephones in their homes. Cases and controls had to meet the same criteria for entry: be 25 to 75 years of age, have no clinically recognizable heart disease, have had no prior disease that impaired activity, and have a spouse who could provide information about habitual exercise (the exposure of interest). In summary, entry criteria sought to ensure that cases and controls were members of the same base population and had some opportunities to engage in physical activity. In addition, controls were matched to cases on age, sex, and urban or suburban residence.

Third, the investigators needed a reliable measure of exposure—in this case, habitual exercise. Spouses of both cases and controls were asked about habitual time activity. In the subset of patients with primary cardiac arrest who survived, it was possible to ask cause themselves about their own exercise patterns. To check the validity of SPOUSED reports, in this study, based on 163 eligible cases and controls, the estimated relative risk of primary cardiac arrest was 62% lower in persons at the highest level of high-intensity, leisure-time activity compared with sedentary people.

The word control comes up in other situations, too. It is used in experimental studies to refer to people, as well as animals, cell lines, and genetic material, that have not gotten the study intervention. In diagnostic laboratories, controls refer to specimens that have a known amount of the mate-
rual being tested. As a verb, control is used to describe the process of taking into account, neutralizing, or subtracting the effects of variables that are extraneous to the main question. Here, the term is used in the context of case-control studies.

**DESIGN OF CASE-CONTROL STUDIES**

The validity of case-control studies depends on the care with which cases and controls are selected, how exposure is measured, and how extraneous variables are controlled for.

**Selecting Cases**

The cases in case-control research should be new (incident) cases, not existing (prevailed) ones. The reasons are based on the concepts discussed in Chapter 8. The prevalence of a disease at a point in time is a function of both the incidence and duration of that disease. Duration is in turn determined by the rate at which patients leave the disease state (because of recovery or death) or persist in it (because of a slow course or successful palliation). It follows from these relationships that risk factors for prevalent disease may be risk factors for incidence, duration, or both; the relative contributions of the two cannot be disentangled. As an illustration, if prevalent cases were studied, an exposure that causes a rapidly lethal form of the disease would lower the proportion of prevalent cases that are exposed, reducing in relative risk and thereby suggesting that exposure is less harmful than it really is or even that it is protective.

At best, the study should include all the cases or a representative sample of all cases that arise in a defined population. For example, the study of exercise and primary cardiac arrest included all cases occurring in the Seattle area who met entry criteria. In this way, one can be assured that the cases are not arbitrary samples of either disease or exposure because of where and how they happened to be found. Referral centers, because of the reputation of their staff and facilities, may attract particularly severe or atypical cases or those with unusual exposures—the wrong sample if the underlying research question in case-control studies is about ordinary occurrences of disease and exposures. The following is an example of a case-control study based on a national sample.

**EXAMPLE**

Is vomiting a risk factor for prostate cancer? Several studies have suggested that it might be, although none was especially strong, and the hypothesis is biologically implausible. Investigators in New Zealand addressed this...
Some case-control studies, especially older ones, have identified cases in hospitals and referral centers where uncommon diseases are most likely to be found. This way of choosing cases is convenient, but it raises validity problems. Not only might the cases be unusual, but also it is difficult in this situation to be confident that controls, however they are chosen, are truly similar to cases in all ways other than exposure, which is critical to the validity of this kind of study (see Selecting Controls section below). Fortunately, it is truly necessary to take this scientific risk these days because there are many databases that make true population sampling possible.

However the cases may be identified, it should be possible for them to be exposed to the risk factor and to experience the outcome. For example, in the study of exercise and sudden death, cases and controls had to be able to exercise to a similar degree to be eligible.

It goes without saying that diagnosis should be rigorously confirmed for cases (and excluded for controls), and the criteria made explicit. In the exercise study, cases of sudden and unexpected death from causes other than suspected heart disease, such as trauma, drug overdose, or respiratory arrest, were excluded based on information the paramedics' reports. Other causes of sudden death, for example, subarachnoid hemorrhage and ruptured abdominal aortic aneurysms, were also excluded after examination of death certificates.

Selecting Controls

The validity of a case-control study depends above all on the comparability of cases and controls. They are comparable if the controls would have been cases who had developed the condition under study. In other words, to be comparable, cases and controls should be members of the same base population and have an equal opportunity of being exposed.

The Population Approach

The best approach to meeting these requirements is to ensure that controls are a random sample of all noncases in the same population that produced the cases, such as the approach used in the study of exercise and primary cardiac arrest (Figure 6.2). Studies in which cases and controls are a complete in probability sample of a defined population are called population-based case-control studies. In the primary cardiac arrest study, controls were selected by dialing random telephone numbers in the same area as the cases were identified. This sample approximated a random sample of the same population because nearly everyone in the area had a telephone.

Another way to ensure that cases and controls are comparable is to draw them from the same cohort. In this situation, the study is said to be a nested case-control study (it is "nested" in the cohort). An advantage of this approach, relative to simply analyzing the data as a cohort study, is that analyses are more efficient. In the cohort analysis, all people in the cohort (exposed and nonexposed) would be included in a follow-up study, although relatively few of them will get the disease. Nested case-control studies are similar to population-based cohort studies except that, in the latter, cases and controls are entering and leaving the population continually.

Cohorts should meet the same criteria for inclusion in the study. In the primary cardiac arrest example.

1. Both were in the same age range, because the very young are more likely to have atypical causes and the very old have age itself as a dominant risk factor.
2. Neither had a history of heart disease; the study was of "primary" cardiac arrest, which is the first manifestation of heart disease.
3. Neither had other diseases that prevented them from exercising, so that they could be exposed.
4. Both had a spouse, so that a comparable history of exposure could be obtained.
5. Both lived in the same study area.

If different criteria for cases and controls were allowed, systematic differences between them, other than for exposure, might have accrued for any differences found. That is, the exposure-disease relationship might have been confounded.
Hospital and Community Controls

If population- or cohort-based sampling is not possible, a fallback position would be to select controls in such a way that the selection process would provide controls that are comparable to cases. For example, if cases are selected from a hospital ward, the controls would be selected from patients with different diseases, apparently unrelated to the exposure and disease of interest, in the same hospital. Studying people in health-care settings is more fallible than population- or cohort-based sampling because hospitalized patients are usually a biased sample of all people in the community, the people to whom the results should apply.

Another approach is to obtain controls from the community served by the hospital. However, many hospitals do not draw patients exclusively from the surrounding community—some people in the community go to other hospitals, and some people in other communities pass up their own neighborhood hospital to go to the study hospital. As a result, cases and controls may be substantially different in ways that distort the exposure-disease relationship.

Multiple Control Groups

If none of the available control groups seems ideal, one can see how choice of controls affects results by selecting several control groups with apparently complementary scientific strengths and weaknesses. Typically, one group of controls is selected from the same institution and another from the community. If similar estimates of relative risk are obtained using different control groups, this evidence against bias because it is unlikely that the same biases would affect otherwise dissimilar groups in the same direction and to the same extent. If the estimates of relative risk are different, it is a signal that one or both are biased, and an opportunity exists to investigate where the bias lies.

EX ample

In a case-control study of estrogen and endometrial cancer, cases were identified from a single teaching hospital. Two control groups were selected: one from among gynecologic admissions to the same hospital and the second from a random sample of women living in the area served by the hospital. Other diseases such as hypertension, diabetes, and gallbladder disease were much more common among the cases and in the hospital control group, which presumably reflected the various factors that led to hospitalization. Despite these differences, the two control groups reported much less long-term estrogen use than did the cases and yielded very similar estimates of relative risk (4.1 and 3.6). The authors concluded that “this consistency of results with two very different comparison groups suggests that neither is significantly biased and that the results ... are reasonably accurate.”

Multiple Controls per Case

Having several control groups per case group should not be confused with having several controls per case. If the number of cases is limited, as is often true with rare diseases, the study can provide more information when there is more than one control per case. More controls produce a gain in the ability to detect an increase or decrease in risk if it exists, a property of a study called “statistical power.” (See Chapter 10). As a practical matter, the gain is worthwhile up to about three or four controls per case, after which little is gained by including more controls.

Matching

If some characteristics seem especially strongly related to either exposure or disease, such that one would want to be sure that they are comparable in cases and controls, they can be matched. With matching, for each case with a set of characteristics, one or more controls that possess the same characteristics are selected. Researchers commonly match for age, sex, and residence because these are frequently related to both exposure and disease. But matching often extends beyond these demographic characteristics when other factors are known to be strongly associated with disease risk. Matching increases the useful information obtainable from a set of cases and controls because it reduces differences between groups in determinants of disease other than the one being considered, and thereby supports a more powerful (sensitive) test of association. But matching carries a risk. If the investigator happens to match on a factor that is unrelated to the exposure under study, there is an increased chance that the matched case and control will have the same history of exposure. For example, in a study of non-steroidal, anti-inflammatory drugs (NSAIDs) and renal failure, if cases and controls were matched for the presence of arthritis symptoms, which are commonly treated with NSAIDs,
more matched pairs would have the same history of NSAID use. This process, called matching, can bias the study toward finding no effect and so diminish the ability of a study to detect an increased or decreased estimated relative risk.

**Measuring Exposure**

The validity of case-control studies also depends on avoiding bias in measurement of exposure. The safest approach to measuring exposure is to depend on complete, accurate records that were collected before disease developed. With such records, knowledge of disease status cannot bias reporting of exposure. Examples include pharmacy records for studies of prescription drug risks; surgical records for studies of surgical complications; and stored blood specimens for studies of risk related to biochemical abnormalities.

However, many important exposures can only be measured by asking cases and controls or their proxies. Among these are exercise, diet, and over-the-counter and recreational drug use. The following example illustrates this.

**EXAMPLE**

What are the risk factors for suicide in China? Investigators studied 519 people who had committed suicide and 556 people who had died from other injuries. Both groups came from 21 geographically representative sites in China. (6) Exposure was measured through interviews with family members and close associates. The authors noted that as with other studies that depended on a "psychological autopsy" for measurement of exposure, "interviewees were aware of the cause of death of the deceased (suicide or other injury) so we could not completely eliminate potential interview bias." They went on to explain that "We had to keep this bias to a minimum by using the same interview schedule for cases and controls, employing objective measures of potential risk factors, independently obtaining evidence from two sources (family members and close associates), and giving intensive training to interviewers."

They also chose controls who had died from injuries to match for one important characteristic that might affect responses in the interview. This was the recent death of a family member or associate.

The study identified eight predictors of suicide: high depression symptom score, previous suicide attempt, acute stress just prior to death, low quality of life, high chronic stress, severe interpersonal conflict in the two days before death, a blood relative with previous suicide behavior, and a friend or associate with previous suicide behavior.

**EXAMPLE**

On beta-blocker drugs prevent first myocardial infarctions in patients being treated for hypertension? A case-control study addressed this question. (7) Because angina is a major indication for beta-blockers, the investigators carefully excluded any subjects with a history suggesting angina or other manifestations of coronary heart disease. They found that patients who had hypertension treated with beta-blockers had a reduced risk of nonfatal myocardial infarctions, even after those with diabetes or other evidence of coronary disease were carefully excluded.

Second, having the disease in question can affect patients' recollection of exposure. This is called recall bias. A relatively young woman with myocardial infarction might be more likely to report use of birth control pills than a similarly young woman without a myocardial infarction. A man with prostate cancer might be more likely to report a prior vasectomy. With all the publicity surrounding the possible risks of various environmental and drug exposures, it is entirely possible that victims of disease would remember their exposures more often than people without the disease.

There are two ways of protecting against recall bias. First, alternative sources of the same information, whether written documents such as medical or other records or interviews with relatives, allow investigators to check for inconsistency. Second, the specific purpose of the study should be concealed from the people being studied. It would be unethical to inform participants in research about the general nature of the study question, but to provide detailed information about specific questions and hypotheses could not bias the resulting information as to commit another breach of ethics—involve subjects in a worthless research project.
Third, the presence of disease can also affect the measurement or recording of exposure. This bias should be understandable to all students of physical diagnosis. If a resident admitting a relatively young woman with acute myocardial infection is aware of the reported association with use of birth control pills, he or she might be likely to question the patient more intensely about birth control pill use and to record this information more carefully. Interviewers who are aware of a possible relationship between exposure and disease would be remarkable indeed if they conducted identical interviews, and recorded with identical thoroughness, for cases and controls. Protections against this kind of bias are the same as those mentioned above: multiple sources of information and blinding the data gatherers by keeping them in the dark about the hypothesis under study.

THE ODDS RATIO: AN ESTIMATE OF RELATIVE RISK

How do we calculate risk in a case-control study? Figure 6.3 shows how risk is calculated for cohort and case-control studies. In the following, the study of exercise and primary cardiac arrest is used as an example.

In a cohort study, the susceptible cohort is divided into two groups at the outset—exposed (A + B) to exercise and not exposed (C + D) to exercise. Cases of primary cardiac arrest emerge prospectively over time in the exposed group (A) and the unexposed group (C). This provides appropriate numerators and denominators to calculate the incidence of primary cardiac arrest in the exposed [A/(A + B)] and unexposed [C/(C + D)] cohorts. It is also possible to calculate the relative risk:

Relative risk = Incidence of disease in the exposed / Incidence of disease in the unexposed = A/(A + B) / C/(C + D)

Case-control studies, on the other hand, begin with the selection of a group of cases of primary cardiac arrest (A + C) and another group of controls without primary cardiac arrest (B + D). There is no way of knowing disease rates because these groups are determined not by nature but by the investigators’ selection criteria. Therefore, an incidence rate of disease among those exposed to exercise and those not exposed cannot be computed. Consequently, it

\[
\text{COHORT STUDY} \quad \text{CASE-CONTROL STUDY} \\
\text{Relative risk} = \frac{\frac{a}{a + c}}{\frac{c}{c + d}} \quad \text{Odds ratio} = \frac{\frac{\text{a}}{\text{a} + \text{c}}}{\frac{\text{b} + \text{d}}{\text{b} + \text{d}}}
\]

**FIGURE 6.3** Calculation of relative risk from a cohort study and odds ratio (estimated relative risk) from a case-control study.
CONTROLLING FOR EXTRANEOUS VARIABLES

Once the data are collected, other options remain for dealing with extraneous variables. These were mentioned in Chapter 5 and will be described in more detail in Chapter 7. Briefly, one can examine strata of patients who have comparable characteristics, or one can mathematically adjust for differences between cases and controls. Of course, these can only be done for characteristics that were already suspected to affect the exposure-disease relationship and were measured in the study.

INVESTIGATION OF A DISEASE OUTBREAK

Up to this point, we have described use of the case-control method to identify risk factors for chronic diseases. The same method is used to identify risk factors for outbreaks (small epidemics) of acute diseases, typically infectious diseases. Often, the microbiologic cause of the disease is obvious early in the epidemic, after diagnostic evaluation of cases. But the mode of transmission may not be as obvious, and information on how the disease was spread is needed to stop the epidemic. This information also increases understanding of possible modes of transmission, which might be useful in the control of future epidemics.

EXAMPLE

During a four-week period, 595 persons who live in or had visited a town in Pennsylvania developed hepatitis A, and three of them died. All had eaten at a restaurant in the town, and most had eaten there within a four-day period, which was about 4 weeks before the epidemic (the typical incubation period for hepatitis A is 2 to 6 weeks). Figure 6.4 shows the distribution of dates for dining at the restaurant and onset of disease. A case-control study was done to identify menu items or ingredients associated with hepatitis. Cases were 181 patients who had onset of illness during the epidemic period, had acute hepatitis A virus infection confirmed by laboratory tests, had eaten at the restaurant during the four-day period, and had eaten there only once during the 2- to 6-week period before the onset of their illness. Controls were people who had eaten at the same restaurant during the same four-day period but did not have hepatitis. Cases and controls were asked what foods they had eaten at the restaurant.

Cases were more likely than controls to have eaten mild salsa (odds ratio = 24.2) and chili con queso.
This example also illustrates how epidemiologic and laboratory methods can complement each other. Cases were confirmed by laboratory testing. Also, the genotypic sequence of the outbreak strain was very similar to the sequences of the hepatitis A virus identified in other outbreaks linked to green onions.

**SCIENTIFIC STANDARDS FOR CASE-CONTROL RESEARCH**

It has been suggested that one should judge the validity of a case-control study by considering how a randomized, controlled trial of the same question would have been conducted. (10) Of course, one could not actually do the study that way. But a randomized, controlled trial described in more detail in Chapter 8 would be the scientific standard against which to consider the effects of the various compromises that are inherent in a case-control study.

John is an example of one who would enter into a trial only those patients who could take the experimental intervention if it were offered, so would one in a case-control study select cases and controls who could have been exposed. For example, the study of whether exercise protects against primary cardiac arrest included men and women who had no impediments to exercise, such as chronic disease. Similarly, cases and controls were subjected to similar efforts to discover primary cardiac arrest if it occurred. These and other parallels between clinical trials and case-control studies can be explored when trying to think through just what could go wrong, how serious a problem might be, and what could be done about it.
RISK COMMUNICATION

As summarized in this and the preceding chapter, risk can be described in quantitative terms. Although we have used as the main examples studies of risk factors for developing disease, the same kinds of studies, and the same kinds of metrics, can be used to describe other clinically important phenomena such as factors related to the outcome of disease: the effectiveness of preventive or therapeutic interventions, and the rate of complications following a test or procedure.

How effectively do clinicians communicate risk to patients? This is an important question because risk communication is the common ground for discussions with patients about their options and choices for care. Also, risk communication honors the ethical responsibility to give patients information in a way they can understand, so that they can participate knowledgeably in health-care decisions.

However, communicating risk is a thorny issue for several reasons. For one thing, most people are not very numerate. One study reported that a third of respondents thought that 1,000 trips of a fair coin would result in fewer than 300 heads. (11) Also, different ways of presenting the same risk information, called framing, produce different perceptions. (12) Table 6.2 summarizes some of these framing effects. Personal experience also affects perceptions. People weigh risks more heavily whenever they or someone close to them has actually experienced the outcome. The risk seems even larger when experienced with it is recent or especially memorable.

For all these reasons, clinicians are in the uncomfortable position of knowing that they can manipulate perceptions of risk and that risk perception is very patient-specific, and to some extent, unpredictable. Unfortunately, clinicians know far less about how to produce an accurate perception.

Given the difficulties of risk communication, it seems best to describe risk in several different ways, with the hope that these ways will complement one another and, taken together, produce a fair perception of risk. Actual frequencies, expressing the base rates, should certainly be one of the ways. Thus, explaining that "the risk of thromboembolism is 1 per 14,000 women and is increased to 2 per 14,000 after taking the contraceptive pill" would certainly create a different impression of risk than "the contraceptive pill leads to a twofold increase in the risk of thromboembolism." (13) Large denominators can be made more familiar by anchoring them in common experiences. For example, 14,000 might be described to someone in our town as "about the number of people who would fit into a college basketball arena."

Pictures may communicate more effectively than numbers. Figure 6.5 is an example, showing outcome (pain at 2-7 days after treatment) for 100 children with otitis media treated with antibiotics. Most of the children (79) would have a good outcome even without antibiotics. (14) Would have a bad outcome regardless of antibiotic treatment. Except for the most numerate amongst us, such as mathematics majors, this kind of visual presentation seems to summarize rates in a much more digestible way than do tables with numbers.

Table 6.2: The Effect of Presentation of Risk Information on Perceptions of Risk

Information on relative risk is more persuasive than the same information presented as absolute risk. "Loss" framing (e.g., the potential for losses from not being screened for cancer) influences decisions more than "gain" framing. Positive framing (e.g., "chance of survival") is more effective than negative framing (e.g., chance of death) in persuading people to take risky options with treatments.

More information and information that is more understandable to the patient are associated with a greater willingness to take treatment or tests.

The risk following infection is perceived as greater than the same risk following a healthy action.

FIGURE 6.3

Coding quantitative risk information by a picture. Ear pain 2–7 days after onset of otitis media in 100 children treated with antibiotics. Most children would have a good outcome even without antibiotics; 7 would have a good outcome because of antibiotics; and 14 would have a bad outcome regardless of antibiotic treatment. (From http://www.clinic.ch/abm/newsletter/2002/10/20021024.asp [accessed November 18, 2004], October 2003 Newsletter.)
REVIEW QUESTIONS
For questions 6.1 to 6.6, select the most appropriate option for each attribute.

A. Cohort study
B. Case-control study
C. Both A and B
D. Neither A nor B

6.1. Incidence in exposed and unexposed people can be obtained directly from the study.

6.2. It is not necessary to measure exposure in everyone in the study who might get the disease.

6.3. The study can be done on a sample of the population.

6.4. The study cannot be done until enough time has passed after exposure for disease to develop.

6.5. The only measure of risk is the odds ratio.

6.6. Prevalence of disease is measured in a sample of a population.

Circle the best response.

6.7. Case-control studies would be useful for answering all of the following questions except:
A. Do cholesterol-lowering drugs prevent coronary heart disease?
B. What is the incidence of complications from fiberoptic cholecystectomy?
C. Is drinking alcohol a risk factor for breast cancer?
D. How effective are antibiotics for otitis media?
E. Are complications more common with fiberoptic cholecystectomy than with conventional (open) surgery?

6.8. All of the following are true for odds ratio except:
A. It is an estimate of relative risk.
B. It is the only measure of risk that can be obtained directly from a case-control study.
C. It tends to be biased toward 1 (neither risk nor protection) at high rates of disease.
D. It is the ratio of incidence in exposed divided by incidence in unexposed
E. It can be calculated without data on incidence.

6.9. For case-control studies, sampling sizes and controls from a defined population or cohort accomplishes which of the following?
A. Ensures that unusually severe or difficult cases are included.
B. Tends to include cases and controls that are similar to each other except for exposure.
C. Ensures that unusual exposures are included.
D. Is the only way of including incident (new) cases of disease.
E. Matches cases and controls on important variables.

Answers are in Appendix A.

REFERENCES
Prognosis

The physician who cannot inform his patient what would be the probable issue of his complaint, if allowed to follow its natural course, is not qualified to prescribe any rational treatment for its cure.

—Hippocrates 460–375 B.C.

When people become sick, they have a great many questions about how their illness will affect them. Is it dangerous? Could I die of it? Will there be pain? How long will I be able to continue my present activities? Will it ever go away altogether? Most patients and their families want to know what to expect, even in situations where little can be done about their illness.

Prognosis is a prediction of the course of disease following its cause. In this chapter, we review the ways in which the course of disease can be described. Also, we consider the biases that can affect these descriptions and how these biases can be controlled. The intention is to give readers a better understanding of a difficult but indispensable task—predicting patients’ futures as closely as possible. The objective is to avoid...
expressing prognosis with vagueness when unnecessary and with certainty when misleading.

Doctors and patients want to know the general course of the illness. But they want to go further and tailor this information to their particular situation as much as possible. For example, even though HIV infection is almost certainly fatal in the long run, individuals with the infection may live from a few months to a decade or more, and patients want to know where on this continuum their particular case likely falls.

Studies of prognosis are similar to cohort studies of risk. Patients are assembled who have something in common, such as a particular disease or illness in the case of prognostic studies, the group is followed forward in time, and clinical outcomes are measured. Conditions that are associated with an outcome of the disease, called prognostic factors, are identified. Prognostic factors are analogous to risk factors, except they represent a different part of the disease spectrum; from disease to outcomes. Case-control studies of people with the disease who do and do not have a bad outcome can also estimate the relative risk associated with various prognostic factors, but they are unable to provide information on outcome rates (see Chapter 6).

DIFFERENCES IN RISK AND PROGNOSTIC FACTORS

Risk and prognostic factors differ from each other in several ways.

Patients Are Different

Studies of risk factors usually deal with healthy people, whereas studies of prognostic factors are of outcomes in sick people.

Outcomes Are Different

Risk and prognosis describe different phenomena. For risk, the event being counted is the onset of disease. For prognosis, a range of disease consequences is counted, including death, complications, disability, and suffering.

Rates Are Different

Risk factors are usually for low-probability events. Yearly rates for the onset of various diseases are on the order of 1/1,000 to 1/100,000 or less. As a result, relationships between exposure and disease are difficult to confirm in the course of day-to-day activities, even for some clinicians. Prognosis, on the other hand, describes relatively frequent events. Several percent of patients with acute myocardial infarction die during the several-day period following onset. Often, clinicians can form good estimates of short-term prognosis from their own personal experience. They may be less able to sort out, without the assistance of research, the various factors that are related to long-term prognosis or the complex ways in which prognostic factors are related to one another.

Risk and Prognostic Factors Are Different

Variables associated with an increased risk are not necessarily the same as those marking a worse prognosis. Often, they are considerably different for a given disease. For example, low blood pressure decreases one's chances of having an acute myocardial infarction, but it is a bad prognostic sign when present during the acute event (Figure 7.1). On the other hand, some patient characteristics do have a similar effect on both risk and prognosis. For example, both the risk of experiencing an acute myocardial infarction and the risk of dying of it increase with age.

CLINICAL COURSE AND NATURAL HISTORY OF DISEASE

Prognosis can be described as either a clinical course or the natural history of disease. The term clinical course describes the evolution (prognosis) of a disease that has come under medical care and has been treated in a variety of ways that affect the subsequent course of events. Patients usually receive medical care at some time in the course of their illness when they have diseases that cause symptoms such as pain, failure to thrive, disfigurement, or unusual behavior. Examples include type 1 diabetes mellitus, carcinoma of the lung, and rabies. Once disease is recognized, it is likely to be treated.

The prognosis of disease without medical intervention is termed the natural history of disease. Natural history describes how patients will fare if nothing is done about their disease. A great many
medical conditions, even in countries with advanced health-care systems, do not come under medical care. They remain unrecognized because they are asymptomatic, or because people consider them one of the ordinary discomforts of daily living. Examples include mild depression, low-grade arthritis, and cancers that are occult and slow growing, such as some cancers of the thyroid and prostate. For some conditions, only a minority of afflicted patients seek medical care.

**EXAMPLE**

Irritable bowel syndrome is a common condition involving abdominal pain and disturbed defecation, not caused by other diseases. How often do patients with this condition visit doctors? Investigators surveyed a random sample of 1,021 middle-aged adults living in a city in Denmark. Of whom responded. (1) Of those, 26% reported abdominal pain more than six times in the past year, 17% reported chronic diarrhea, and 17% reported chronic constipation. 17% met accepted criteria for irritable bowel syndrome. Only 5% of this sample (less than 2% of those with bowel symptoms) had seen a doctor for abdominal pain or for disturbed defecation in the past year. For the most part, physicians of the abdominal complaints did not account for whether or not these people sought health care for these symptoms.

**ELEMENTS OF PROGNOSTIC STUDIES**

At best, studies of prognosis are population-based or include a complete description of patients and the settings in which they were included. They begin observation at a specified point in time in the course of disease, they include follow-up on patients for an adequate period of time, and they measure all relevant outcomes.

**The Patient Sample**

Studies of prognosis, like those of risk, are best done on a population of all people with the disease in question in a defined geographic region. In this way, one can be confident that the patients being described are an unbiased sample of all such patients. The existence of national medical records makes population-based studies possible in some countries.

**EXAMPLE**

With investigators studied the risk of complications of pregnancy in women with type I diabetes mellitus. (7) The sample included all of the 2,152 women in the Netherlands with type I diabetes who had become pregnant during a year (1979–2000) and had been under care in one of the nation’s 118 hospitals. Most pregnant women took folic acid supplements and had good glycemic control. Nevertheless, complication rates were much higher than in the general population. Neonatal morbidity (one or more complications) occurred in 30%, and rates of congenital malformations and macrosomia were threefold to fivefold higher than in the general population. This study suggests that optimal glycemic control alone was not good enough to prevent complications of pregnancy in women with type I diabetes.
Follow-Up

Patients must be followed for a long enough period of time to meet the clinically important outcome events to have occurred. Otherwise, the observed rate will underestimate the true rate. The appropriate length of follow-up depends on the disease. It is a few weeks for studies of surgical site infections and several years for studies of the onset of AIDS and its complications in patients with HIV infection.

Outcomes of Disease

Descriptions of prognosis should include the full range of manifestations of disease that would be considered important to patients. This means not only death and disease but also pain, anguish, and inability to care for one's self or pursue usual activities. The Etc.—Death, Disease, Discomfort, Disability, and Dissatisfaction—are a simple way to summarize important clinical outcomes (see Table 1, in Chapter 1).

In their efforts to be "scientific," physicians tend to value precision or technologically measured outcomes over others, sometimes at the expense of clinical relevance. As discussed in Chapter 1, clinical effects that cannot be directly perceived by patients, such as radiologic reduction in tumor size, normalization of blood chemistry, improvement in erection function, or change in sexuality, are not clinically useful ends in themselves. It is appropriate to substitute these biologic phenomena for clinical outcomes only when the two are known to be related to each other. Thus, hypercalcemia is an important clinical outcome of hyperparathyroidism only at levels at which it causes symptoms such as bone pain and joint pain or when there is research evidence that it will eventually lead to symptoms or complications such as bone demineralization or kidney stones. If an outcome cannot be linked to something patients can recognize, the informanent should not be used to guide patient care, even though it may be of considerable value in understanding the origins and mechanisms of disease.
Composite outcomes are a set of separate outcomes that are combined into a single outcome variable. In a study of cardiovascular disease, for example, the primary outcomes might be the occurrence of either fatal coronary bypass disease or non-fatal myocardial infarction. Composite outcomes are often used when the individual elements share a common cause and treatment. Because they comprise more outcome events than the component outcomes alone, they are more likely to show a statistical effect.

Health-related quality of life is measured by broad, composite measures of health status. A simple quality of life measure, used by a collaborative group of cancer researchers, is shown in Table 7.1. This “performance scale” combines symptoms and function, such as the ability to walk. Others are much more extensive; the Stanford Impact Profile contains more than 100 items and a dozen categories. Still others are specifically developed for individual diseases. The main issue is that the value of a prognosis study is strengthened to the extent that such measures are reported along with obvious measures such as death and recurrence of disease.

TABLE 7.1 A Simple Measure of Quality of Life, The Eastern Collaborative Oncology

<table>
<thead>
<tr>
<th>Performance Status</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Asymptomatic</td>
</tr>
<tr>
<td>1</td>
<td>Symptomatic, fully ambulatory</td>
</tr>
<tr>
<td>2</td>
<td>Symptomatic, in bed &lt;50% of the day</td>
</tr>
<tr>
<td>3</td>
<td>Symptomatic, in bed &gt;50% of the day</td>
</tr>
<tr>
<td>4</td>
<td>Bedridden</td>
</tr>
<tr>
<td>5</td>
<td>Dead</td>
</tr>
</tbody>
</table>

A Trade-Off: Simplicity Versus More Information

Summarizing prognosis by a single rate has the virtue of simplicity. Rate can be cast in terms of mortality and communicated succinctly. Their drawback is that relatively little information is conveyed. Large differences in prognosis can be hidden within similar summary rates.

Table 7.2 shows 5-year survival for patients with four conditions, for each condition, about 10% of the patients are alive at 5 years. However, the clinical course are otherwise quite different in ways that might be very important to patients. Early survival in patients with disease are asymptomatic is very poor, but if they survive the first few months, their risk of dying is little affected by having had the anamnesis (Figure 7.2A). Patients with locally-advanced, non-small cell lung cancer experience a relatively constant mortality rate throughout the 5 years following diagnosis (Figure 7.2B). Most patients with HIV infection and the beginning of AIDS-defining illnesses survive for five but over the years develop complications and die, at least until recently for patients with expert care and meticulous attention to

TABLE 7.2 Rates Commonly Used to Describe Prognosis

<table>
<thead>
<tr>
<th>Rate</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-year survival</td>
<td>Percent of patients surviving 5 years from some point in the course of their disease</td>
</tr>
<tr>
<td>Case fatality</td>
<td>Percent of patients with a disease who die of it</td>
</tr>
<tr>
<td>Disease-specific mortality</td>
<td>Number of deaths per 100,000 (or 100,000) population dying of a disease</td>
</tr>
<tr>
<td>Response</td>
<td>Percent of patients showing some evidence of improvement following an intervention</td>
</tr>
<tr>
<td>Remission</td>
<td>Percent of patients attaining a phase in which disease is no longer detectable</td>
</tr>
<tr>
<td>Recurrence</td>
<td>Percent of patients who have return of disease after a disease-free interval</td>
</tr>
</tbody>
</table>

*Note: All rates are expressed as a probability or percentage.*
Survival Analysis

When interpreting prognosis, it is preferable to know the likelihood, on average, that patients with a given condition will experience an outcome at any point in time. Prognosis expressed as a summary rate does not contain this information. However, figures can summarize information about average time to event for any point in the course of disease. In the following discussion, we take the usual approach of describing outcomes in terms of "survival," but the same methods apply to the reverse (time to death) and to any other outcome event such as cancer recurrence, cure of infection, freedom from symptoms, or inactive arthritis.

Survival of a Cohort

The most straightforward way to learn about survival is to assemble a cohort of patients who have the conditions of interest, are at the same point in the course of their illness (such as onset of symptoms, diagnosis, or beginning of treatment), and are kept under observation until all can experience the outcome of interest. For a small cohort, one might then represent these patients' clinical course as shown in Figure 7.8A. The plot of survival against time displays steps corresponding to the death of each of the 10 patients in the cohort. If the number of patients were increased, the size of the steps would diminish. If a very large number of patients were studied, the figure would approximate a smooth curve (Figure 7.8B). This information could then be used to predict the year-by-year, or even week-by-week, prognosis of similar patients.
Unfortunately, obtaining the information in this way is impractical for several reasons. Some of the patients would undoubtedly drop out of the study before the end of the follow-up period, perhaps because of another illness, a move from the study area, or dissatisfaction with the study. These patients would have to be excluded from the cohort even though considerable effort may have been exerted to gather data on them up to the point at which they dropped out. Also, it would be necessary to wait until all of the cohort’s members had reached each point in follow-up before the probability of surviving to that point could be calculated. Because patients ordinarily become available for a study over a period of time, at any point in a calendar year there would be a relatively long follow-up for patients who had entered the study first, but only brief experience with those who had entered recently. The last patient who entered the study would have to reach each year of follow-up before any information on survival to that year would be available.

Survival Curves

To make efficient use of all available data from each patient in the cohort, survival analysis has been developed to estimate the survival of a cohort over time. The usual method is called Kaplan-Meier analysis after its originators. Survival analysis can be applied to any outcomes that are dichotomous and occur only once during follow-up (e.g., time to customary events as to occurrence of cancer). When an event other than survival is described, the general term time-to-event analysis is used.

Figure 7.4 shows a simplified survival curve. On the vertical axis is the estimated probability of surviving, and on the horizontal axis is the period of time following the beginning of observation. The probability of surviving to any point in time is estimated from the cumulative probability of surviving each of the time intervals that precede it. Time intervals can be made as small as necessary; in Kaplan-Meier analyses, the intervals are between each new event, such as death, and the preceding one, however short or long that is. Most of the time, none die and the probability of surviving is 1. When a patient dies, the probability of surviving at that moment is calculated as the ratio of the number of patients surviving to the number at risk of dying at that time. Patients who have already died, dropped out, or have not yet been followed up to that point are not at risk of dying, and so are counted to estimate survival for that time. The probability of surviving does not change during intervals in which no one dies, so, in practice, the probability of surviving is recalculated only for times when there is a death. Although the probability assigned at any given interval is not very accurate, because either nothing has happened or there has been only one event in a large cohort, the overall probability of surviving up to each point in time (the product of all preceding probabilities) is remarkably accurate. When patients are lost from the study at any point in time, for any reason other than the outcome event, they are referred to as censored, and they are no longer counted in the denominator. In survival analysis, it is assumed that being censored is not related to prognosis. To the extent that this is not true, a survival analysis may yield biased estimates of survival in cohorts.
A part of the survival curve in Figure 7.4 (from 3 to 5 years after \textit{zito} time) is presented in detail to illustrate the data used to estimate survival: patients at risk, patients no longer at risk (censored), and patients experiencing outcome events at each point in time.

**Survival Curves That Include Other Information**

Variations on the basic survival curve increase the amount of information they contain. The number of patients at risk at various points in time may be shown to give some idea of the contribution of change to the observed rates. Figure 7.5 illustrates this for a study of the conversion of lone atrial fibrillation. The proportion with, rather than without, the outcome event may be indicated on the vertical axes; the resulting curve will sweep upward to the right. The precision of survival estimates, which declines with time because fewer and fewer patients are still under observation, can be demonstrated by confidence intervals at various points in time (see Chapter 10). Sometimes ties (not shown in Figure 7.5) are added to the survival curves to indicate each time a patient is censored.

**Interpreting Survival Curves**

Several points must be kept in mind when interpreting survival curves. First, the vertical axis represents the estimated probability of surviving for members of a hypothetical cohort, not the percent surviving for an actual cohort.

Second, points on a survival curve are the best estimate, for a given set of data, of the probability of survival for members of a cohort. However, the precision of these estimates depends, as do all observations of samples, on the number of patients on
whom the estimate is based. One can be more confident that the estimates on the left-hand side of the curve are sound, because more patients are at risk during this time. But at the tail of the curve, on the right, the number of patients on whom estimates of survival are based may become relatively small because deaths, dropouts, and late entrants to the study result in fewer and fewer patients being followed for that length of time. As a result, estimates of survival toward the end of the follow-up period are imprecise and can be strongly affected by what happens to relatively few patients. For example, in Figure 7.5 only one patient was under observation at year 15. If that one remaining patient happened to die, the probability of surviving would fall from 8% to zero. Clearly, this would be a too literal reading of the data. Therefore, estimates of survival at the tails of survival curves must be interpreted with caution.

Finally, the shape of some survival curves, particularly those in which many patients experience the event of interest, gives the impression that an outcome event occurs more frequently early on in follow-up than later on, where the slope reaches a plateau. But this impression is deceptive. As time passes, fewer events of survival are being applied to a diminishing number of patients, causing the slope of the curve to flatten, even if the rate of outcome events did not change. For example, Figure 7.2D shows the survival curve for a relatively constant outcome rate over time, and it flattens out on the right.

**FALSE COHORTS**

True cohort studies should be distinguished from those masquerading as cohort studies (Figure 7.5). In the latter, patients are included because they have the disease in question and are currently available—perhaps because they are being seen in a specialty clinic. Their clinical course is then described by going back in time and seeing how they have fared from the time they were first seen up to the present. Such groups of patients are sometimes called false cohorts, survival cohorts, or available patient cohorts, although they are not really cohorts at all.

Reports of survival cohorts are misleading when they are presented as true cohorts describing the course of a disease from its inception. They represent a biased view of the course of disease because they include only those patients who are available for study some time after their disease began. All of the patients must have remained under care to be included. For ideal conditions, the patients in a survival cohort are the ones who are fortunate enough to have survived and are available for observation years later. For diseases that remit, the patients are the ones who are unfortunate enough to have
persistent disease. Also, patients are assembled at various times throughout the course of their disease (rather than at the beginning, as in a true inception cohort study). In effect, survival cohorts describe the past history of prevalent cases and not what one would expect over the time after the onset of disease. Reports of survival cohorts are relatively common in the medical literature, particularly in the past of case series—descriptions of groups of patients with a disease. Such reports can make an important contribution, primarily by describing early experiences with poorly defined syndromes and providing hypotheses about prognosis, but they represent tentative, not conclusive, observations.

**EXAMPLE**

Silicone breast implants have been suspected of causing connective tissue diseases such as scleroderma and rheumatoid arthritis. An early case series described 155 women with silicone breast implants and rheumatic disease complaints referred to three rheumatologists, who were known for their interest in silicone implants and rheumatic disease. (6) Serologic tests in these women were compared to those of women without implants (but who did have rheumatoids) and to women with implants but no rheumatic symptoms. The clinical findings in most of the women with implants and complaints did not fulfill criteria for rheumatoid arthritis and most of these women had normal immunologic tests. However, 14 patients had scleroderma-like illness and abnormal serology that was not found in the comparison groups. Because this case series was a biased sample of patients with implants, the authors were cautious about their findings, concluding that "the hypotheses raised in this study and others should be tested in large, population-based studies." A summary of 20 studies (some of which were population-based) published several years later found no evidence that breast implants were associated with an increased risk of any of the connective tissue disorders. (5)

**IDENTIFYING PROGNOSTIC FACTORS**

Often, we want to go beyond a simple description of prognosis in a homogeneous group of patients to compare prognosis in patients with different characteristics—that is, potential prognostic factors. Multiple survival curves, one for patients with each of the characteristics, are represented on the same figure where they can be visually (and statistically) compared.
Abdominal aortic aneurysms tend to increase in size over time. The risk of rupture, which is rapidly fatal, increases with aneurysm size. Rupture can be prevented with elective surgery, in which the aneurysm is replaced by a graft, but the surgery itself is somewhat risky. This situation presents a difficult question: When in the course of the aneurysm would one intervene with surgery? The answer depends in part on the risk of rupture compared with various aneurysm sizes. Investigators took advantage of a natural experiment to provide an answer. They observed 198 patients with abdominal aortic aneurysms, which were at least 5 cm in diameter, and for whom surgery was not planned because the patients either had medical contraindications to surgery or refused it. During up to 5 years of follow-up (average 1.5 years), 45 of these patients (23%) had probable rupture as determined by medical records, eyewitness accounts, and autopsy reports. The investigators compared the probability of rupture according to the last recorded size of the aneurysm, using a time-to-event analysis (Figure 7.7).

The effects of possible prognostic factors, relative to one another, can be summarized by a hazard ratio, which is analogous to a risk ratio (relative risk). Hazard ratios are derived from time-to-event analyses. Also, survival curves can be compared after taking into account other factors related to prognosis, so that the independent effect of just one variable is examined (see mathematical modeling below).

**PREDICTION RULES**

A combination of variables often provides a more precise prognosis than any of these variables taken one at a time. Clinical prediction rules estimate the
BIAS IN COHORT STUDIES

In cohort studies of risk or prognosis, bias can create apparent differences between groups when differences do not actually exist in nature or obscure differences when they really do exist. Potential for bias can be recognized more easily when one knows where it is most likely to occur in the course of a study. Some of the characteristic locations of bias in cohort research are illustrated in Figure 7.9 and are described below. Many of these biases have their counterparts in case-control studies as well.

SUSCEPTIBILITY BIAS

A form of selection bias called susceptibility bias occurs when groups of patients are assembled for study differ in ways other than the variables under study. These extraneous variables, not the particular variables being studied, may determine the outcome. A comparable term is assembly bias. Groups being compared are not equally susceptible to the outcome of interest for reasons other than the factor under study.

Susceptibility bias in prognostic studies may be due to one or more differences among cohorts, including the extent of disease, the presence of other diseases, the point of time in the course of disease, and prior treatment. The following illustrate how susceptibility bias was recognized and dealt with.

**EXAMPLE**

The clinical course of diffuse, large-B-cell lymphoma is currently predicted by the International Prognostic Index (IP). The prediction is based on five clinical characteristics: age, tumor stage, serum lactate dehydrogenase concentration, performance status, and number of extranodal disease sites. However, even within IP risk categories, prognosis is quite variable. If it were possible to improve prediction, expressiveness of treatment could be matched to prognosis.

Prospective use gene-expression signatures to predict prognosis. (9) They studied 50 genes whose expression had been found in other studies to be related to survival for this lymphoma. Six were strong predictors in the data. They developed a prediction rule based on these six and found that it also predicted clinical course in two.
Migration Bias

Migration bias, another form of selection bias, can occur when patients in one subgroup of a cohort lose their original group, dropping one of the study groups or moving to one of the other groups under study. If these changes take place on a sufficiently large scale, they can affect the validity of conclusions.

In nearly all studies, some members of an original group drop out over time. If these dropouts occur randomly, such that the characteristics of lost subjects are not the same in various groups, the reasons for dropping out include death, recovery, and side effects of treatment and are often related to prognosis and so may also affect one group more than another. As a result, groups in a cohort that were comparable at the outset may become less so as time passes. As the proportion of people in the cohort who are not followed up increases, the potential for bias increases.

Patients may also move from one group to another in the cohort during their follow-up, a phenomenon called crossover. Whenever this occurs, the original reasons for patients being in one group or the other no longer apply. If exchange of patients between groups takes place on a large scale, it can diminish the observed difference in outcome and what might have been observed if the original groups had remained intact.

Migration bias from crossover is more often a problem in risk than in prognosis studies, because risk studies go on for many years.

Example

What proportion of patients having polycythaemia develop the post-polycythaemia syndrome, involving muscle weakness, pain, and fatigue, years later? To answer this question, a prospective follow-up of 939 patients who had polycythaemia and were admitted to the two hospitals studying their origin from 1950 to 1955. Of the cohort included 95% of the polycythaemia cases at the local health department during those years, suggesting that the investigations had identified a sufficiently complete sample of cases in their region. In the late 1960s (52–53 years
after the acute illness). Investigations were able to trace 667 of these patients; 41 had died of other causes, leaving 626 members of the cohort who could have experienced the outcome (post-poliomyelitis syndrome). Of these, 551 (88%) provided data on their current symptoms. In all, 137 of the 551 (25%) met criteria for post-poliomyelitis syndrome.

How much could the missing cases, if they were different from those who provided data, have biased the results? To find out, a best-case/worst-case analysis could have been done, looking at the effects of making assumptions about potential bias. (This approach would be explained in detail later in this chapter.) In the worst case, if all of the 75 patients who did not provide outcome data had the syndrome, the rate would have been 137/75/75 = 54.6%. On the other hand, none of these 75 patients had the syndrome, the rate would have been 137/75/157 = 75%. Therefore, even if the worst possible bias had been present, it is unlikely to get any from 75 members of the cohort would not have changed the estimate greatly.

If more plausible biases were assumed—the patients with missing data were twice as likely (or half as likely) to develop the syndrome—the actual rate might have been as high as 25% or as low as 25%, which would be very close to the estimate from available data. Therefore, migration bias related to incomplete follow-up was unlikely to have had important effects on the study's conclusions.

This example illustrates the potentially biasing effects of obvions during a long period of follow-up and how they can be estimated. The analysis did not take into account possible differences in the 272 patients who could not be traced, the effects of which could be estimated in a similar way.

**Measurement Bias**

Measurement bias is possible when patients in one subgroup of a cohort stand a better chance of having their outcomes detected than those in another subgroup. Obviously, some outcomes, such as death, cardiovascular catastrophes, and major cancers, are so obvious that they are unlikely to be missed. But for less clear-cut outcomes, including specific causes of death, sub-clinical disease, side effects, or disability, measurement bias can occur because of differences in the methods with which the outcome is sought or classified.

Measurement bias can be minimized in three general ways: Ensuring that those who record outcome events are unaware of the group to which each patient belongs, setting careful rules for deciding whether or not an event has occurred (and follow the rules), and apply efforts to discover outcome events equally for all patients at risk.

---

**DEALING WITH SELECTION BIAS AND CONFOUNDING**

To determine whether a factor is independently related to risk or prognosis, it is ideal to compare cohorts with and without the factor, everything else being equal. But in real life, "everything else" usually is not equal in observational studies.

What can be done about this problem? There are several possible ways of controlling for differences between groups. Controlling is a general term for any process aimed at removing the effects of extraneous variables while examining the independent effects of one variable. These methods can be applied during the design or analysis of research (Table 7.3). Strategies for these are described below. One or more of these strategies should be applied in any observational study that attempts to describe the effect of one variable independent of other variables that might affect the outcome. The basic question is, "Are the differences between groups in risk or prognosis related to the particular factor under study or to some other factor(s)?"

---

*Unluckily, control bias has several other meanings: the nonresponse of people in a cohort study (a confusing use of the term); the patients in a clinical trial who do not receive the experimental treatment; and non-diseased people (controls) in a case control study.*
Randomization

The best way to balance all extraneous variables between groups is to assign patients to groups randomly so that each patient has an equal chance of falling into the exposed or unexposed group. A special feature of randomization is that it not only balances variables known to affect prognosis, but it also balances those that are unknown. Thus, randomization goes a long way toward protecting against incorrect conclusions about risk or prognostic factors.

Unfortunately, it is usually not possible to randomize risk or prognostic factors. The special situations in which it is possible to allocate exposure randomly, in studies of the effects of treatment on prognosis, will be discussed in Chapter 8.

Restriction

Patients who are enrolled in a study can be confined to only those possessing a narrow range of characteristics, a strategy called restriction. When this is done, characteristics cannot be very different in the groups being compared. For example, the effect of age on prognosis after acute myocardial infarction could be studied in white males who have uncomplicated anterior myocardial infarctions. However, this approach is limiting. Although restriction on entry to a study can certainly produce homogeneous subgroups of patients, it does so at the expense of generalizability. In the course of excluding potential subjects, others may be selected that are not representative of most patients with the condition. Also, after restriction it is no longer possible, in that study, to learn anything more about the effects of excluded variables.

Matching

Matching is another way to make patients in two groups similar. In its simplest form, for each patient in one group one or more patients with the same characteristics (except for the factor of interest) is selected for a comparison group. Often, patients are matched for age and sex because these variables are
strongly related to risk or prognosis for many diseases. But matching for other variables such as stage or severity of disease, rate of progression, and prior treatments, may be useful as well. An example of matching in a case-control study of exercise and sudden death was described in Chapter 6.

Although matching is commonly done and can be very useful, it has limitations. Matching controls bias only for those variables involved in the match. Also, it is usually not possible to match for more than a few variables because of practical difficulties in finding patients who meet all of the matching criteria. Moreover, if categories for matching are relatively crude, there may be room for substantial differences between matched groups. For example, if women in a study of risk for birth of a child with Down syndrome were matched for maternal age within 10 years, there could be a nearly tenfold difference in frequency related to age if most of the women in one group were 30 and most in the other 45 years old. Even if, with restrictions, once one match was a variable, its effect on outcomes can no longer be evaluated in the study. For example, one study of exercise and primary cardiac arrest (in Chapter 6) matched on age and sex, so it was not possible to learn from this study whether the effect of exercise was different at different ages or in men versus women. For these reasons, while matching may be done for a few characteristics that are especially strongly related to outcome, investigators rely on other ways of controlling for bias as well.

**Stratification**

With stratification, data are analyzed and results presented according to subgroups of patients, or strata, of similar characteristics. We shall describe this approach using as an example difference in hospital mortality for a common surgical procedure. This is especially relevant these days because of several high-profile examples of "super cards" for doctors and hospitals, and the concern that the reported differences may be related to patients rather than providers or hospital characteristics.

**Example**

Suppose we want to compare the operative mortality rates for coronary bypass surgery at hospitals A and B. Overall, hospital A reported 46 deaths in 1,200 bypass operations (4%) and hospital B experienced 64 deaths in 2,400 operations (2.6%).

The crude rates suggest that hospital B is superior. Do they? Perhaps patients in the two hospitals were not comparable in terms of their characteristics. On the basis of age, myocardial function, extent of occlusive disease, and other characteristics, these patients can be divided into risk groups based on preoperative risk, then the operative mortality rates within each category (stratum) of risk can be compared.

Table 7.4 shows that when patients are divided by preoperative risk, the operative mortality rates in each risk stratum are identical in two hospitals. This is in high-risk patients, 4% in medium-risk patients, and 0.6% in low-risk patients. The crude rates were misleading because of important differences in the risk characteristics of the patients treated at the two hospitals. 49% of hospital A's patients and only 17% of hospital B's patients were high-risk.

An advantage of stratification is that it is a relatively transparent way of recognizing and controlling for bias.

**Standardization**

If an extraneous factor is especially strongly related to outcomes, two rates can be compared without bias reduced so this factor if they are adjusted to equalize the weight given to the factor. This process, called standardization or adjustment, shows what the overall rate would be if strata-specific rates were applied to the population made up of similar proportions of people in each stratum.

**Example**

In this example, we standarized hospitals A and B to the same distribution of risk groups. The crude rates do not take into account different risk in the two hospitals. The mortality rate of 6% for high-risk patients receives a weight of 500/1,000 in hospital A and a much lower weight of 40/2,400 in hospital B. This same risk strata would also weight differently in the two hospitals. The result is a crude rate for hospital A which is the sum of the rate in each stratum times its weight: (500/1,000) x 0.06 = 0.030 (500/1,200) x 0.04) + (500/1,200) x 0.05) = 0.04. Similarly, the crude rate for hospital B is (40/2,400) x 0.06 = (40/2,400) x 0.05 = 0.012. If equal weights were used when comparing the two hospitals, the comparison was be fair (free of the effect of different proportions in the various risk groups). The choice of weights does not matter, as long as it is the same in both hospitals. Weights could be based on those existing in either of the hospitals or any reference population. In each stratum weight 1/5, then the standardized rate for hospital A = 1/5 x 0.030 + 1/5 x 0.012. **1/5**
The difference between the crude operative mortality rates in the two hospitals results from the bias introduced by the differences in patient's preoperative risk. Of primary interest are the differences attributable to the hospitals and their surgeons, not to the patients per se. The difference in the crude mortality rates is confounded by the differences in patient and standardization removed this unweighted (exogenous) effect, allowing comparisons of hospital survival that are unbiased by preoperative mortality.

**Multivariable Adjustment**

In many clinical situations, many variables act together to produce effects. The relationships among these variables are complex. They may be related to one another as well as to the outcome of interest. The effect of one may be modified by the presence of others, and the joint effect of two or more might be greater than the sum of their individual effects.

**Mathematical modeling** is a way of combining data on all the variables based on certain assumptions about their distributions and relationships. Modeling makes it possible to control the effects of many variables simultaneously. Another term for this approach is multivariable analysis. Modeling is used to adjust (control) for the effects of many variables to determine the independent effects of one. This method also can select, from a large set of variables, those that contribute independently to the overall variation in outcome. Modeling can also arrange variables in order of the strength of their contributions. Cox proportional hazards model is a type of multivariable technique used when the outcome is the time to an event (as in survival analysis). Case-control studies typically rely on logistic regression, which is specifically for dichotomous outcomes.

**Multivariable analysis** is the only feasible way of dealing with many variables at one time. Randomization also controls for multiple variables, but during the design and conduct phases of a study. Matching can account for only a few variables at a time, and stratified analyses of many variables run the risk of having too few patients in some strata. The disadvantage of modeling is that for most of us it is a "black box," making it difficult to recognize where the method might be misleading. Typically, modeling is used in addition to, not in place of, matching and stratified analysis.

**Sensitivity Analysis**

When important data are not available, it is possible to estimate their potential effects on the study by assuming various degrees of multivariate distribution of the variable between the groups being compared and seeing how it would affect the results. The general term for this process is sensitivity analysis. Another term, with the same meaning, is "what if" analysis. A specific case is the best-case/worst-case analysis, in which one assumes the best and worst-case distribution; it is an example of this approach has already been presented in the example of migration bias (page 128).
insulin or diet alone. The results were criticized because data on smoking, which is known to be associated with cardiovascular death, were not collected and could not be taken into account in the analysis. It was suggested that if cigarette smokers were unusually distributed among the groups, such that there were more smokers among those receiving tolbutamide than in the other groups, then the difference in death rates might be related to smoking, not tolbutamide. However, Cornfield (11) pointed out that even if cigarette smokers in the tolbutamide group exceeded those in the control group by 20%, a situation that would have been extremely unlikely by chance (0.76/0.30), smoking would not have accounted for the observed difference. Thus, bias in the distribution of smokers was unlikely to have accounted for the observed differences. Some, but not all, subsequent studies of this class of drugs have confirmed an increased risk of cardiovascular disease, although controversy remains.

**Overall Strategy for Controlling Bias**

Except for randomization, all ways of dealing with extraneous differences between groups share a limitation: They are effective against only those variables that are singled out for consideration. They do not deal with risk or prognostic factors that are not known at the time of the study, or they are known but not taken into account.

For this reason, and the complementary strengths and weakness of the various methods, one does not rely only on one or another method of controlling for bias but rather uses several methods together, layered one on another.

**EXAMPLE**

In a study of whether the presence of ventricular premature contractions decreases survival in the years following acute myocardial infarction, one might:

1. Restrict the study to patients who are not very old or young and who do not have unusual causes, such as myocarditis, amenorrhea, or their infarction
2. Match for age, a factor strongly related to prognosis but extraneous to the main question
3. Examine the results separately for states of differing clinical severity. This includes the presence or absence of congestive heart failure or other diseases, such as chronic obstructive pulmonary disease
4. Using multivariable analysis, adjust the crude results for the effects of all the variables other than the arrhythmia, taken together, that might be related to prognosis.

**GENERALIZABILITY AND SAMPLING BIAS**

Published accounts of disease prognosis based on experience in special centers can paint a misleading picture of prognosis in less selected patients. This is true even when a study is well done, biases are carefully controlled for, and the reported prognosis is correct for the particular sample of patients. Because of the sample of patients used, it may be that the study findings are not generalizable to most other patients with the condition or to your patient. Sampling bias occurs when patients selected for study are systematically different from those the results are generalized to.

**EXAMPLE**

Fibrile seizures are common, occurring in 2–4% of children. It is important to know how likely such seizures are to recur. If they recur often, treatment with anticonvulsant drugs might be worthwhile. If fibrile seizures are usually one-time phenomena, explanation and reassurance is in order. Figure 7.10 summarizes recurrence rates for fibrile seizures reported in 21 studies. Grouped according to whether the children were identified in a community sample or a referral center (12) Recurrence rates in population-based studies (on the left) were low, about 3%. On the other hand, rates in hospital clinics and specialty referral units (on the right) varied but in general were much higher, with a range of 5 to 75%.

Applying results from referral centers to community practice would result in falsely high estimates of the likelihood of recurrent seizures. On the other hand, using the results of population-based studies for children seen in referral centers would also be inaccurate, understimating rates for those children. Therefore, the children studied should match the setting in which the information is used.

**BIAS, PERHAPS, BUT DOES IT MATTER?**

Clinical epidemiology is not an error-finding game. Rather, it is meant to characterize the credibility of a study so that clinicians can decide how much to rely on its results when making high-stakes decisions about patients. It would be irresponsible to ignore results of studies that meet high standards, just as...

Clinical decisions need not be bound by the results of weak studies. With this in mind, it is not enough to recognize that bias might be present in a study. One must go on to determine whether or not bias is actually present in the particular study. Beyond that, one must decide whether the consequences of bias are sufficiently large that they actually change the conclusions in a clinically important way. A sensitivity analysis, even if just a rough-and-ready one, can be helpful for this purpose. If damage to the study's conclusions is not very great, then the presence of bias is of little practical consequence and the study is still useful.

REVIEW QUESTIONS

Read the following and circle the best opinion.

7.1. A patient wants your advice about recovery after an attack of acute low back pain. The best available study of this question describes time-to-recovery for a large cohort of patients with low back pain. Patients were followed from onset to 1 year, when nearly all had recovered. The study found that several variables were related to prognosis severity of pain at onset, presence of lumbar disk disease, neurologic deficits such as weakness and numbness, activity following the attack, and spinal manipulation. Which approach would provide the most information in tailoring prognosis to your particular patient?

A. Stratified analysis
B. Matching
C. Multivariable analysis
D. Restriction
E. Sensitivity analysis

7.2. Investigators wish to describe the clinical course of multiple sclerosis. They take advantage of a clinical trial, already completed, in which control patients received usual care. Patients in the trial had been identified at referral centers, had been enrolled at the time of diagnosis, and had met rigorous entry criteria. After 10 years, all patients remained under observation, and 48% were still able to walk. This study was most limited by:

A. Inconsistent zero time
B. Generalizability
C. Measurement bias
D. Migration bias
E. Failure to use time-to-event methods
7.3. A study describes the clinical course of patients who have an uncommon neurologic disease. Patients are identified at a referral center that specializes in this disease. Their medical records are reviewed for patient characteristics and treatments and are then related to their current status. This study is best described as:
A. Cohort study
B. Case-control study
C. Case series
D. Cross-sectional study
E. A randomized controlled trial

Questions 7.4–7.8 are based on the following study:

Time to recurrence after surgery for lung cancer is described in a time-to-event analysis. Thirty patients are enrolled at the time of curative-intent surgery. Patients are entered in the study over a 2-year period and followed up with for as long as 5 years. Some die of other diseases, or drop out of the study during follow-up. By the end of follow-up, three patients were still under observation and free of disease.

Read the following statements about this study and mark each as True or False.

7.4. The recurrence rate at 5 years is 27/30 = 90%.

7.5. The estimated time to recurrence at the end of follow-up is sensitive to what happens to just a few patients.

7.6. A major disadvantage of this study is that all of the patients were not enrolled at the same calendar time.

7.7. This study depends on the assumption that censored patients are similar to those who remain in the study.

7.8. This analysis provides an estimate of what time-to-recurrence would be in a cohort of similar patients.

Answers are in Appendix A.
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Once the nature of a patient's illness has been established and its expected course predicted, the next question is, what can be done about it? Is there a treatment that improves the outcome of disease? This chapter describes the evidence used to decide whether a well-intentioned treatment is actually effective.

**IDEAS AND EVIDENCE**

The discovery of new treatments requires rich sources of promising possibilities and rigorous ways of establishing that the treatments are, in fact and on average, effective (Figure E.1).

<table>
<thead>
<tr>
<th>Hypotheses</th>
<th>Placebo</th>
<th>Placebo effect</th>
<th>Intention-to-treat analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case reports</td>
<td>Placenta</td>
<td>Placental effect</td>
<td>Explanatory trials</td>
</tr>
<tr>
<td>Treatment</td>
<td>Random care</td>
<td>Randomization</td>
<td>Efficacy trials</td>
</tr>
<tr>
<td>Interventions</td>
<td>Baseline characteristics</td>
<td>Stratified randomization</td>
<td>Effectiveness trials</td>
</tr>
<tr>
<td>Observational studies</td>
<td>Compliance</td>
<td>Adherence</td>
<td>Trials of N = 1</td>
</tr>
<tr>
<td>Experimental studies</td>
<td>Adherence</td>
<td>Run-in period</td>
<td>Multicenter trials</td>
</tr>
<tr>
<td>Clinical trials</td>
<td>Blinding</td>
<td>Masking</td>
<td>Historical controls</td>
</tr>
<tr>
<td>Randomized controlled trials</td>
<td>Allocation concealment</td>
<td>Single-blind</td>
<td>Nonconcurrent controls</td>
</tr>
<tr>
<td>Experimental group</td>
<td>Double-blind</td>
<td>Open label</td>
<td>Concurrent controls</td>
</tr>
<tr>
<td>Control group</td>
<td></td>
<td></td>
<td>Before-after study</td>
</tr>
<tr>
<td>Comparison group</td>
<td></td>
<td></td>
<td>Controlling by indication</td>
</tr>
<tr>
<td>Inclusion criterion</td>
<td></td>
<td></td>
<td>Phase I trials</td>
</tr>
<tr>
<td>Exclusion criteria</td>
<td></td>
<td></td>
<td>Phase II trials</td>
</tr>
<tr>
<td>Concomitance</td>
<td></td>
<td></td>
<td>Phase III trials</td>
</tr>
<tr>
<td>Large, simple trials</td>
<td></td>
<td></td>
<td>Postmarketing surveillance</td>
</tr>
<tr>
<td>Hawthorne effect</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Treatments should be given "not because they ought to work, but because they do work." —L.H. Opie
Bacteria are developed through knowledge of the mechanism of resistance. Hormone analogues are based on the structure of native hormones.

Other hypotheses about treatments have come from autism observations by clinicians. These observations are shared with their colleagues in case reports, which are detailed descriptions of a single case or just a few cases. The following is an example of a case report that led to a new class of drugs for influenza. At the time, the drug, amantadine, was already in use for prevention of influenza, a totally unrelated disease.

EXAMPLE

A 58-year-old woman with moderate severe, bilateral Parkinson’s disease recounted to us that three months before, while taking amantadine hydrochloride 100 mg twice daily, to prevent the flu, she experienced a remarkable remission in her symptoms of rigidity, tremor, and akinesis. These symptoms resolved as stopping the drug after six weeks. Her husband corroborated all of this. (1)

More recently, the drug minoxidil, which was developed for hypertension, was found to improve male pattern baldness. Tamoxifen, developed for contraception, was found to prevent breast cancer in high-risk women.

Other sources of ideas about effective treatments include beliefs about herbal remedies, some of which are supported by centuries of experience. Aspirin, atropine, digitalis, and taxol are examples of naturally occurring substances that have become established as orthodox medicines after rigorous testing. Still other ideas come from trial and error. Some antiviral drugs have been found by methodically screening huge numbers of substances for activity in laboratory models.

Ideas about treatment, but more often prevention, have also Come from epidemiologic studies of populations. Burkitt observed that colonic diseases, such as irritable bowel syndrome, diverticulitis, appendicitis, and colorectal cancer, are less common in African countries, where diet is high in fiber, than in developed countries, where dietary intake of fiber is low. This observation has led to efforts to prevent bowel diseases with high-fiber diets. Similarly, comparisons across regions have suggested that the value of fluoride to prevent dental caries.
Testing ideas

Some treatment effects are so prompt and powerful that these values are self-evident without formal testing. Clinicians do not have reservations about the value of antibiotics for bacterial pneumonia, surgery for appendicitis, or colchicine for an acute attack of gout. Clinical experience was sufficient.

In contrast, many diseases, including most chronic diseases, involve treatments that are considerably less dramatic. The effects are slower and smaller. It is then necessary to put ideas about treatments to a formal test, through clinical research, because a variety of circumstances, such as coincidence, faulty comparisons, spontaneous changes in the course of disease, or wishful thinking, can obscure the true relationship between treatment and outcome.

When knowledge of the etiology of disease, based on work with laboratory models or physiologic studies in humans, has become extensive, it is tempting to predict effects of humans on this basis alone. However, relying solely on current understanding of mechanisms without testing ideas using strong clinical research on intact humans can lead to unpleasant surprises.

**Example**

Some strokes are caused by cerebral infarction in the area of the brain distal to an obstructed segment of the internal carotid artery. It should be possible to prevent strokes in people with these lesions by bypassing the distal, occluded segment so that blood can flow to the threatened area normally. It is technically feasible to connect the superficial temporal artery to the internal carotid artery distal to an obstruction. Because it involves contact with extraneous ground and because of the documented success of an analogous procedure, carotid artery bypass surgery, this new surgery became widely used.

The ECG/CPS Study Group conducted a randomized controlled trial of temporal artery bypass surgery. (2) Patients with cerebral ischemia and an obstructed internal carotid artery were randomly allocated to surgical versus medical treatment. The operation was a technical success 80% of the time; patients were awake just after surgery. Yet, the surgery did not help the patients. Mortality and stroke rates after 5 years were nearly identical in the surgically and medically treated patients, but deaths had occurred earlier in the surgically treated patients.

The study illustrates how treatments that make good sense, based on what we know about the mechanisms of disease, may be found ineffective in human terms when put to a rigorous test. Of course, it is not always the case that ideas are debunked; the value of carotid endarterectomy, suggested on similar grounds, has been confirmed.

Knowledge of pathogenesis, worked out in laboratory models, may be disappointing in human studies because the laboratory studies are in highly simplified settings. They totally exclude, or control for, many real-world influences on disease such as variation in genetic endowment, the physical and social environment, and individual behaviors and preferences.

Clinical experience and trials also need to be put to a test.

**Example**

Bed rest has been advocated for a large number of medical conditions. Usually, there is a rationale for it. For example, it has been thought that the head-down following lumbar puncture might result from a leak of cerebrospinal fluid through the needle track causing edema of the meninges. However, a review of 59 trials of bed rest for 15 different conditions found that outcome did not improve for any condition. Outcomes were worse with bed rest in 17 trials, including not only lumbar puncture, but also acute low back pain, labor, hyperventilation during pregnancy, acute myocardiak infarction, and acute infectious hepatitis. (3)

"Therefore, it is almost always necessary to test therapeutic hypotheses by means of clinical research, in which data are collected on the clinical course of treated and untreated patients. As the author put it, treatments should be given "not because they ought to work, but because they do work." (4)

**Studies of treatment effects**

Treatment is any intervention, which may include prescribing drugs, performing surgery, or counseling, that is intended to improve the course of disease once it is established. Treatment is a special case of interventions in general that might be applied at any point in the natural history of disease, from disease prevention to palliative care at the end of life. Interventions can take any form, including relaxation therapy, laser surgery, or changes in the organization and financing of health care. Regardless of the nature of a well-intentioned intervention, the
principles by which it is judged superior to other alternatives are the same.

### Observational and Experimental Studies of Treatment Effects

Two general methods are used to establish the effects of interventions: observational and experimental studies. The two differ in their scientific strength and feasibility.

In observational studies of interventions, investigators simply observe what happens to patients who for various reasons do or do not get exposed to an intervention. Observational studies of treatment are a special case of studies of prognosis in general, in which the prognostic factor of interest is a therapeutic intervention. What has been said about cohort studies especially in Chapter 5 and 7 applies to observational studies of treatment as well. The major advantage of these studies is feasibility. The main drawback is the possibility that there are systematic differences in treatment groups, other than the treatment itself, that can lead to misleading conclusions about the effect of treatment.

Experimental studies are a special kind of cohort study in which the conditions of study—that is, selection of treatment groups, nature of interventions, management during follow-up, and measurement of outcomes—are specified by the investigator for the purpose of making unbiased comparisons. These studies are generally referred to as clinical trials. Clinical trials are more highly controlled and managed than are cohort studies. The investigators are conducting an experiment, analogous to those done in the laboratory. They have taken it upon themselves (with their patients’ permission) to isolate for study the unique contribution of one factor by holding constant as much as possible, all other determinants of the outcome.

Randomized controlled trials, in which treatment is randomly allocated, are the standard of excellence for scientific studies of the effects of treatment. They are described in detail below, along with alternative ways of studying the effectiveness of interventions.

### RANDOMIZED CONTROLLED TRIALS

The structure of a randomized controlled trial is shown in Figure 8.2. All elements are the same as for a cohort study except that treatment is assigned by randomization rather than by physician or patient choice. The "exposure" is treatment, the "outcome" are any of the 5 Ds described in Chapter 1 (see also Table 1.3), and the measure of effect is the degree of improvement.

The patients to be studied are first selected from a larger number of patients with the condition of interest. They are then divided, using randomization, into two groups or more of comparable prognosis. One group, called the control group, is treated the same in all ways except that its members are not exposed to the experimental intervention. Patients in the control group may receive a
placebo, usual care, or the current best available treatment. There may be more than one control group. The course of disease is then recorded in both groups, and differences in outcome are attributed to the intervention.

The main reasons for structuring clinical trials in this way is to avoid bias (systematic error) when comparing the respective effects of two or more kinds of treatments. The validity of clinical trials depends on how well they have created equal distribution of all determinants of prognosis, other than the one being tested, in treated and control patients.

The individual elements of clinical trials are described in detail below.

**Sampling**

Clinical trials typically require patients to meet rigorous inclusion and exclusion criteria. These are designed to increase the homogeneity of patients in the study, to strengthen internal validity, and to make it easier to distinguish the "signal" (treatment effect) from the "noise" (bias and chance).

The usual inclusion criterion is that patients really do have the condition being studied. To be on the safe side, strict diagnostic criteria are applied. Patients with unusual, mild, or equivocal manifestations of disease may be left out in the process, restricting generalizability.

Of the many possible exclusion criteria, several account for most of the losses:

1. Patients with comorbidity, diseases other than the one being studied, are typically excluded because the cause and outcome of these other diseases may muddle the contrast between experimental and comparison treatments and their outcomes.
2. Patients are excluded if they are not expected to live long enough to experience the outcomes of interest.
3. Patients with contraindications to one or the other treatment cannot be randomized.
4. Patients who refuse to participate in a trial are excluded. Patients may not want one of the treatments, may not want their medical care decided by a flip of a coin, or may not want treatment performed by someone other than their own physician. Unfortunately, patients who refuse to participate are usually systematically different—whether in socioeconomic class, severity of disease, other health-related problems, or in other ways—from those who agree to participate, which can limit generalizability or the trial's results.
5. Patients who do not follow instructions during the early stages of the trial are also excluded. This avoids wasted effort and the reduction in internal validity that occurs when patients do not take their assigned interventions, move in and out of treatment groups, or leave the trial altogether.

For these reasons, patients in clinical trials are usually a highly selected, biased sample of all patients with the condition of interest. As heterogeneity is restricted, the internal validity of the study is improved; in other words, there is less opportunity for differences in outcomes that are not related to treatment itself. But exclusions come at the price of diminished generalizability.

**Example**

Figure 8.3 summarizes how patients were selected for a randomized controlled trial of asthma management. (5) The investigators noted 1,610 patients with asthma in 81 general practices in Scotland to participate. Only 458 of these invited, about one third, agreed to participate and could be contacted. An additional 19% were excluded, mainly because they did not meet eligibility criteria, leaving 929 patients (19% of those invited) to be randomized. While the study invited patients from community practices, those who actually participated in the trial were highly selected and quite unlike most patients in the community.

Because of the high degree of selection in trials, it may require considerable faith to generalize the results of clinical trials to ordinary practice settings.

Large, simple trials are a way of overcomning the generalizability problem. (6) Trial entry is simplified so that most patients developing the study condition are eligible. Participating patients have to accept random allocation to treatment, but their care is otherwise the same as usual, without a great deal of extra testing related to the trial. Follow-up is for a simple, clinically important outcome, such as death. This approach not only improves generalizability, it also makes it easier to recruit large numbers of participants at a reasonable cost so that moderate effect sizes (large effects are implausible for most clinical questions) can be detected.
FIGURE 8.3 Sampling of patients for a randomized controlled trial of asthma management. (Source: Hawkins C, McAlonan AO, Twaddle S, Wood SF, Fiddell TA, Thomson NC. Stepping down inhaled corticosteroids in asthma: Randomized controlled trial. BMJ 2005;330:1115-1121.)
**Intervention**

The intervention itself can be described in relation to three general characteristics: generalizability, complexity, and strength. Here, the intervention one that is likely to be implemented in usual clinical practice? In an effort to standardize therapy so that it can be easily described and reproduced in other settings, investigators may cater to their scientific, not their clinical, colleagues by studying treatments that are not feasible in usual practice that the results of the trial are not generally useful.

Second, does the intervention reflect a complexity that is normal for real-world treatment plans? Clinicians regularly make decisions from among alternative treatment plans, each of which has many domains. Single, highly specific interventions make for tidy science, because they can be described precisely and applied in a reproducible way, but they may have weak effects. Multifaceted interventions which are often more effective are also amenable to clinical evaluation as long as their essence can be communicated and applied in other settings.

**Example**

Approximately one in three persons over 65 years of age and living in the community fall each year. Some of these falls result in fractures. The falls have many causes, including physical weakness and lack of agility, drug side effects such as dizziness or drowsiness, and hazards in the home environment such as loose rugs or slippery steps. Therefore, prevention of fall is also likely to require attention to multiple aspects of daily living tailored to the individual patient's circumstances. Some randomized controlled trials of fall prevention have yielded the effects of a multifaceted program involving all of these factors. The intervention is likely to be more difficult to interpret, but it resembles the complexity of real-life interventions in practice.

Third, is the intervention in question sufficiently different from alternative management than it is reasonable to expect that the outcome will be affected? Most diseases can be treated by treating a single, dominant cause. Treating hypertension with diuretics or aspirin is an example. But most diseases arise from a combination of factors acting in concert. Interventions that change only one of them, and only a small amount, cannot be expected to result in strong treatment effects. If the conclusion of a trial evaluating such interventions is that a new treatment is not effective, it should come as no surprise. For this reason, the first trials of a new treatment tend to enroll those patients who are most likely to respond to treatment and to maximize dose and compliance.

**Comparison Groups**

The value of a treatment can only be judged by comparing its results to those of some alternative course of action. The question is not whether a point of comparison is used, but how appropriate it is. Results can be measured against one or more of several kinds of comparison groups.

- **Controlled Observations.** Do patients who are offered the experimental treatment end up better off than those offered nothing at all? Comparing treatment with no treatment measures the total effects of care, both specific and nonspecific.
- **Observation.** Do treated patients do better than other patients who are simply observed? A great deal of special attention is directed toward patients in clinical trials. People have a tendency to change their behavior when they are the target of special interest and attention in a study, regardless of the specific nature of the intervention they might be receiving. This phenomenon is called the Hawthorne effect. The reasons are not clear, but some seem likely. Patients become anxious to please their doctors and to make them feel successful. Also, patients who volunteer for trials want to do their part to see that “good” results are obtained.
- **Placebo Treatment.** Do treated patients do better than similar patients given a placebo—an intervention intended to be indistinguishable from the active treatment (whether in physical appearance, color, taste, or smell) but which does not have a specific, known mechanism of action? Sugar pills and saline injections are examples of placebos. It has been shown that placebos, given with illnesses, reduce a range of unpleasant symptoms, such as postoperative pain, nausea, or itching, of about one-third of patients, a phenomenon called the placebo effect.

Placebo effects have different meanings for researchers and clinicians. Researchers are more likely to be interested in measuring specific
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\[
\text{FIGURE 8.4 Total effects of treatments are the sum of spontaneous improvements (natural history) as well as nonspecific and specific responses.}
\]

- Usual Care: Do patients given the experimental treatment do better than those receiving usual care? This is the only meaningful (and ethical) question if usual care is already known to be effective.

The cumulative effects of these various reasons for improvement in treated patients are diagrammed in Figure 8.4.

Allocating Treatment

To study the effects of a clinical intervention free of other effects, the best way to allocate patients to treatment groups is by means of random allocation (randomization). Patients are assigned to either the experimental or the control treatments by one of a variety of randomized procedures—analogs to flipping a coin—whereby each patient has an equal (at least known) chance of being assigned to any one of the treatment groups.

Random allocation of patients is preferable to other methods of allocation because only randomization has the ability to create truly comparable groups. All factors related to prognosis, whether or not they are known before the study takes place or have been measured, tend to be equally distributed in the comparison groups. Patients in one group are on the average as likely to possess a given characteristic as patients in another.

In the long run, with a large number of patients in the trial, randomization usually works as described above. However, random allocation does not guarantee that the groups will be similar. Distortions between groups can arise by chance alone, particularly when the number of patients randomized is small. To assess whether this kind of “bad luck” has occurred, authors of randomized controlled trials often present a table comparing the frequency of a variety of characteristics in the treated and control groups, especially those known to be related to outcome. These are called baseline characteristics because they are present before randomization and so should be equally distributed in the treated and untreated groups.

Example

Table 8.1 shows some of the baseline characteristics for women in the Women’s Health Initiative study. A randomized trial of 16,608 women followed for an average of 5.6 years, comparing the effects of conjugated equine estrogens plus progesterone (the estrogen plus progesterone) with placebo. This analysis was for risk of fracture. (6) The table lists several characteristics that were imbalance revealed by other studies to be associated with risk of fracture. Thus, women who were older, fair skinned, thin, prone to report very little calcium, smokers, and frail already had both re-fractures were more likely to have a new fracture, the totalizing factor, whether or not they were offered hormones in the trial. Each of these characteristics was similarly distributed in the two treatment groups. (Note that women bone mineral density was similar for the two groups. These comparisons, at least for characteristics that are known to be risk factors and with review, strengthen the belief that random allocation actually produced groups with similar risks for fractures. The trial showed that women in the estrogen plus progesterone group had 2.49 more fractures than those in the placebo group.

It is reassuring to see that important characteristics have, in fact, fallen out nearly equally in the groups being compared at one time; this is bound to be so in such a large trial if the groups were substan-
### Table 8.1: Example of a Table Comparing Baseline Characteristics: A Randomized Trial of Estrogen Plus Progesterone Versus Placebo on the Risk of Fractures in Women.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Percent with</th>
<th>Placebo (9,112 women)</th>
<th>Estrogen plus Progesterone (6,566 women)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age 70–79 years</td>
<td>21.8</td>
<td>21.3</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>84.0</td>
<td>85.9</td>
<td></td>
</tr>
<tr>
<td>Body mass index</td>
<td>30.8</td>
<td>36.5</td>
<td></td>
</tr>
<tr>
<td>Total calcium intake &lt;600 mg/d</td>
<td>24.2</td>
<td>24.4</td>
<td></td>
</tr>
<tr>
<td>Current smoker</td>
<td>12.4</td>
<td>10.5</td>
<td></td>
</tr>
<tr>
<td>&lt;2 falls in past 12 months</td>
<td>10.5</td>
<td>10.5</td>
<td></td>
</tr>
<tr>
<td>History of fracture</td>
<td>39.1</td>
<td>30.8</td>
<td></td>
</tr>
</tbody>
</table>


### Figure 8.5: Diagram of stratified randomization. T = treated group, and C = control group. R = randomization.
results in treatment groups that might have been comparable just after randomization becoming less so as time passes. There are several reasons:

Patients Do Not Have the Disease Under Study

It is sometimes necessary (both in clinical trials and in practice) to begin treatment before it is certain whether the patient actually has the disease for which the treatment is designed.

EXAMPLE

The clinical diagnosis of influenza is based on typical symptoms of fever, aching, and respiratory complaints. During an epidemic's height, especially during an epidemic's height, laboratory tests take time and treatment must begin before confirmation of the diagnosis. The efficacy of a new drug for influenza, a neuraminidase inhibitor, was tested in a randomized controlled trial (9). Adults with influenza-like illness for 48 hours were randomly allocated to the new drug or placebo. Of 417 people randomized, 282 (67%) were later found to have confirmed influenza. The median time for alleviation of all major symptoms in patients with influenza was one day less in those given the new drug. The effect would have been less in all patients if the drug's rapid diagnostic tests were being developed and will take a more accurate diagnosis available at the time treatment is started.

When patients are enrolled in a study and later turn out not to have the index disease, there is a price to pay. The main disadvantage of this approach is the inefficiency of enrolling and gathering data on patients who do not contribute to the study's results. Patients who could benefit from the experimental treatment are mixed with others who cannot, so the effect size is reduced relative to a trial that includes only patients with the disease. This decreases the chances, for a given number of patients in the trial, that an effect will be found. See Chapter 10. However, this kind of trial has the important advantage of providing information on the consequences of a decision that a clinician must make (see the Intention-to-Treat and Explanatory Trials section in this chapter).

Compliance

Compliance is the extent to which patients follow medical advice. The term adherence may be preferable because it connotes a less subservient relationship between patient and doctor. Compliance is another characteristic that comes into play after randomization. Although noncompliance suggests a kind of willful neglect of good advice, other factors also contribute. Patients may misunderstand which drugs and doses are intended, may run out of prescription medications, may confuse various preparations of the same drug, or may have no money or insurance to pay for drugs. Taken together, these may limit the usefulness of treatments that have been shown to work under favorable conditions.

Compliance is particularly important in medical care outside the hospital. In hospitals, many factors act to constrain patients' personal behavior and render them compliant. Hospitalized patients are generally sicker and more frightened. They are in strange surroundings, dependent upon the skill and attention of the staff for everything, including their life. What is more, doctors, nurses, and pharmacists have developed a well-organized system for ensuring that patients receive what is ordered for them. As a result, clinical experience and medical literature developed on the wards may underestimate the importance of compliance outside the hospital, where most patients and doctors are and where following doctors' orders is less common.

In clinical trials, patients are typically selected for their compliance. During a run-in period, in which placebo is given and compliance monitored, noncompliant patients can be detected and excluded before randomization.

Co-interventions

After randomization, patients may receive a variety of interventions other than the ones being studied. If these occur unequally in the two groups and affect outcomes, they can introduce systematic differences (bias) between the groups that were not present when the groups were formed.

Comparisons of Responders to Nontresponders

In some clinical trials, particularly those involving cancer, the outcomes of patients who initially improve after treatment (responders) are compared with outcomes in those who do not (nontresponders). The implication is that one can learn something about the efficacy of treatment in this way. This approach is scientifically sound and misleading because response and nontresponse might be associated with many characteristics related to out-
Blinding

Participants in a trial may change their behavior or reporting of outcomes in a systematic way (i.e., be biased) if they are aware of which patients receive which treatment. One way to minimize this effect is by blinding, an attempt to make the various participants in a study unaware of the treatment group to which patients have been randomized so that this knowledge cannot cause them to act differently, and thereby damage the internal validity of the study. Marking is a more appropriate metaphor, but blinding is the term favored.

Blinding can take place in a clinical trial at four levels (Figure 8.6). First, those responsible for allocating patients to treatment groups should not know which treatment will be assigned next so that the knowledge does not allow them to break the randomization plan. Allocation concealment is a common term for this form of blinding. Without it, some investigators might be tempted to favor patients in the trial out of order, to ensure that individuals get the treatment that seems best for them. Second, patients should be unaware of which treatment they are taking so that they cannot change their compliance or reporting of symptoms because of their knowledge of this information. Third, physicians who take care of patients in the study should not know which treatments each patient is on; then they cannot, even subconsciously, manage them differently. Finally, when the researchers who assess outcomes are unaware of which treatment individual patients have been offered, that knowledge cannot affect their measurements.

The terms single-blind (patients) and double-blind are sometimes used, but their meanings are ambiguous. In a study of physicians' interpretations and textbook definitions of blinding, physicians identified 10, 17, and 15 unique interpretations of single-, double-, and triple-blinded, randomized controlled trials, and textbooks provided 5, 9, and 7 different definitions, respectively. (10) It is better simply to describe what was done. A trial in which

FIGURE 8.6 Levels of potential blinding in randomized controlled trials.

<table>
<thead>
<tr>
<th>POPULATION</th>
<th>INTERVENTION</th>
<th>OUTCOME</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treated group</td>
<td>Randomization</td>
<td>YES</td>
</tr>
<tr>
<td>Control group</td>
<td>NO</td>
<td>YES</td>
</tr>
<tr>
<td>Location of blinding: Allocation &amp; outcome</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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there is no attempt at blinding is called an open or in the case of drug trials, an open label trial.

Blinding is often made possible for studies of drug effects by using a placebo. However, for many important clinical questions, such as the effects of surgery, radiotherapy, diet, or the organization of medical care, blinding of patients and their physicians is difficult if not impossible.

Even when blinding appears to be possible, it is more often claimed than successful. Physiologic effects, such as lowered pulse rate with beta-blocking drugs or bone marrow depression with cancer chemotherapy, are regular features of some medications. Symptoms such as gastrointestinal upset or drowsiness are characteristic of some drugs. These effects can signal to patients whether they are taking the active drug or placebo.

**EXAMPLE**

Zinc lozenges were compared with placebo lozenges in a randomized controlled trial of 100 people with a common cold. (11) Average time to complete resolution of symptoms was 4.4 days in the zinc group and 7.6 days in the placebo group. However, side effects were much more common in the zinc group than in the placebo group. Bed rest was required in 80% versus 30% and nasovia in 20% versus 4%, respectively. Critics of the study suggested that although the trial was called "double-blind," many patients would have known they were taking the active drug and that this might have affected reporting of symptoms. In fact, other studies of zinc for the common cold have had mixed results, so the effectiveness of zinc for this purpose is uncertain.

In some trials, patients and doctors are asked whether they believe the patient is taking an active drug or placebo. Their answers provide objective evidence of whether efforts to mask patients were successful.

**EXAMPLE**

A double-blind, randomized trial was conducted to see if preoperative beta-blocking drug could prevent a myocardial infarction in patients who had already had one. (12) At the conclusion of the trial but before unblinding, patients and clinic personnel were asked to guess the treatment group assignment of each patient. For patients, 75.9% guessed prepropranolol correctly and 57.2% placebo correctly. Physicians and clinic personnel were similarly accurate. Physicians were asked to fill in part of the questionnaires by observation of heart rate; it was unclear how patients knew.

**Assessment of Outcomes**

Assessment of outcome and how it can be affected by measurement bias has been discussed (see Chapter 7), as have the dangers of substituting intermediate outcomes for clinically important ones (Chapter 1). The discussion about these issues applies also to randomized controlled trials.

Options for describing effect size for clinical trials are summarized in Table 8.2. The options are similar to summaries of risk and prognosis but related to change in outcome resulting from the intervention.

**INTENTION-TO-TREAT AND EXPLANATORY TRIALS**

The results of a randomized controlled trial can be analyzed and presented in two general ways: according to the treatment to which the patients were randomized or according to the one they actually received. The correct presentation of results depends on the question being asked (Figure 8.7).

One question is: Which treatment option is best at the time the decision must be made? To answer this question, analysis is according to which group the patients were assigned (randomized), regardless of whether they actually received the treatment they were supposed to receive. This method of analyzing trial results is called an intention-to-treat analysis. An advantage of this approach is that the question

<table>
<thead>
<tr>
<th>Summary Measure</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative risk reduction</td>
<td>Control event rate – Treated event rate / Control event rate</td>
</tr>
<tr>
<td>Absolute risk reduction</td>
<td>Control event rate – Treated event rate</td>
</tr>
<tr>
<td>Number needed to treat</td>
<td>Control event rate / Treated event rate</td>
</tr>
</tbody>
</table>


For continuous data, in which there are measurements at baseline and after treatment, analogous measures are based on the mean values for treated and control groups either after treatment or for the difference between baseline and post-treatment values.
corresponds to the way actually faced by clinicians; they either offer a treatment or not. Also, the groups compared are as originally randomized, so this comparison has the full strength of a randomized trial. The disadvantage is that when many patients do not receive the treatment to which they were randomized, differences in effectiveness between experimental and control interventions will tend to be obscured, increasing the chance of observing a misleadingly small effect or no statistical effect at all. If the study shows no difference, it will be uncertain whether the experimental treatment is truly ineffective or was just not received.

Another question is whether the experimental treatment is better. For this question, a proper analysis is according to the treatment each patient actually received, regardless of the treatment to which they were randomized. Trials analyzed in this way are called explanatory trials because they assess whether actually taking the treatments, rather than just being offered them, made the difference. The problem with this approach is that unless most patients receive the treatment to which they are assigned, the study no longer represents a randomized trial; it is simply a cohort study. One must be concerned about dissimilarities among groups, other than the experimental treatment, and must use one or more methods such as restriction, matching, stratification, or adjustment to achieve comparability, just as one would for any non-experimental study.

To the extent that patients in a trial follow the treatment to which they were randomized, these two analyses will give similar results.

EFFICACY AND EFFECTIVENESS

Clinical trials are also classified according to whether they describe the results of an innovation in ideal or real-world situations (Figure 8.8).

First, are treatments work under ideal circumstances? Trials that answer this question are called efficacy trials. Elements of ideal circumstances include patients who accept the interventions
offered to them and follow instructions faithfully; the best possible care; and the absence of extraneous effects from other diseases.

Second, does treatment work under ordinary circumstances? Trials designed to answer this kind of question are called effectiveness trials. All the usual elements of patient care may be part of effectiveness trials. Patients may not take their assigned treatment. Some may drop out of the study, and others find ways to take the treatment they were not assigned. The doctors and facilities may not be the best. In short, effectiveness trials describe results as patients would experience them.

Ordinarily, efficacy trials are restricted to compliant patients, so it makes relatively little difference whether analysis is by intention to treat or as an explanatory trial. Effectiveness trials are usually analyzed by intention to treat.

**TAILORING THE RESULTS OF TRIALS TO INDIVIDUAL PATIENTS**

Clinical trials involve pooling the experience of many patients who may be dissimilar, both to one another and to the patients to whom the trial results will be generalized. Trials describe what happens on the average. How can more precise estimates for individual patients be obtained? Two ways are to examine trial subgroups and to study individual patients using rigorous methods similar to those in randomized trials.

**Subgroups**

Patients in clinical trials can be sorted into subgroups, each with a specific combination of characteristics, such as age, severity of disease, and comorbidity, that might affect outcome. The number of such subgroups is limited only by the number of patients in the subgroups, and this number has to be large enough to provide reasonably stable estimates. Patients in each subgroup have been randomly allocated to treatment groups, as long as the characteristics used to define the subgroups existed before randomization. So, results in each subgroup represent, to effect, a small trial within a trial. It is possible to match the characteristics of a given patient to those of one of the subgroups. For example, the patient might be elderly and have severe disease but no comorbidity. Treatment effectiveness in the matched subgroup will more closely approximate that of the individual patient and will be limited mainly by statistical rules of false-positive and false-negative conclusions, which are described in the Subgroup Analysis section in Chapter 10.

**Trials of N = 1**

Rigorous clinical trials, with proper attention to bias and chance, can be done with individual patients, one at a time. (13) The method—called trials of N = 1—is an improvement over the more informal process of trial and error that is time-honored in clinical practice. A patient is given one or another treatment, such...
as an active treatment or placebo, in random order, each for a brief period of time, such as a week or two. Patients and physicians are blinded to which treatment is given. Outcomes, such as a simple preference for a treatment or a symptom score, are assessed after such period and subjected to statistical analysis.

This method is useful when activity of disease is unpredictable, response to treatment is prompt, and there is no carryover effect from period to period. Examples of diseases for which the method can be used include migraines, headaches, asthma, and fibromyalgia.

N of 1 trials can be useful for guiding clinical decision-making. However, they are possible for only a relatively small proportion of patients who have conditions that occur frequently and resolve rapidly and who are willing to go on and off "active" drug and placebo in this way. A placebo intervention must be feasible if N of 1 trials can be used to screen interesting clinical hypotheses and delineate those that are promising enough to be evaluated using a full randomized controlled trial involving more patients.

Effectiveness in Individual Patients

A treatment that is effective on the average may not work on an individual patient. Therefore, results of valid clinical research provide a good reason to begin treating a patient, but experience with that patient is a better reason to continue or not. When managing an individual patient, it is useful to ask the following series of questions:

- Is the treatment known (by randomized controlled trial) to be efficacious for any patients?
- Is the treatment known to be effective, on the average, in patients like mine?
- Is the treatment working in my patient?
- Are the benefits worth the disadvantages and risks (according to the patient's values and preferences)?

By asking these questions and not simply following the results of trials alone, one can guard against ill-founded choice of treatment or stubborn persistence in the face of poor results.

LIMITATIONS OF RANDOMIZED TRIALS

Randomized controlled trials are the gold standard of interventional studies. Usually, they put things on a sound footing. However, even the essence of several well-conducted randomized controlled trials of a clinical question does not necessarily settle a question. For example, controversy about the effectiveness of screen-

ing mammography remains even though eight ran-
domized trials involving thousands of women have been published. Critics have questioned various aspects of the individual trials such as the quality of mammography, age to which screening effects should be attributed, and the correctness of randomization procedures.

Clinical trials also suffer from practical limitations. These may not be enough patients with the disease of interest, at one time and place, to carry out a scientifically sound trial. This can be overcome by multicenter trials. Patients and their physicians may be reluctant to have their treatment choice decided by investigators through a random process. Clinical trials are expensive, costing hundreds of millions of dollars for some large trials. Years may pass before results are available, which may be politically unacceptable for severe, emotion-laden diseases such as AIDS and cancer.

Some practices are established without the benefit of randomized trials and the trials are no longer feasible. A practice may have become so well established, in the absence of conclusive evidence of its benefit, that it is difficult to convince physicians and patients that a trial is needed. It could be argued that if the treatment effect is not really known, then the only ethical ap-

proach is to do the trial (it can be considered unethical to continue to use treatments of uncertain benefit). But this argument demands a level of analytic reasoning that is uncommon among physicians and their phy-

sicians. Because of this problem, some physicians have advocated "randomization from the first patient," begin-
ing trials just after a new treatment is introduced. Others argue that it's better to conduct rigorous clinical trials somewhat later, after the best way to deliver the treatment has been worked out, so that a good ex-

ample of the intervention tested. In any case, it is gen-
crally agreed that if a controlled trial is postponed too long, the opportunity to do it may all be lost.

For these reasons, guidance from clinical trials is not always necessary for important treatment decisions. Thus clinical decisions must be made nonetheless.

ALTERNATIVES TO RANDOMIZED TRIALS

What are the alternatives to randomized controlled trials and how credible are they?
Comparisons Across Time and Place

Experimental and control patients may be assembled from different times and places. This approach is convenient. The problem is that time and place are almost always strongly related to prognosis, making bias a substantial possibility. Studies that attempt to make fair comparisons between groups of patients arising in different eras, or in different settings, have a particularly difficult task.

EXAMPLE

Some adenomas in the colon and rectum, usually seen as polyps, develop into cancer. This suggests that removing polyps might prevent colorectal cancer. The National Polyp Study followed a cohort of patients with colorectal polyps hospitalized at several U.S. referral centers. The polyps were removed, and the patients remained under surveillance for new polyps, which were also removed when found. (14) Over an average of 5.9 years of follow-up, five patients developed symptomatic, early-stage, colorectal cancers. For comparison, the investigators calculated expected rates in three other centers of patients who had not had surveillance. Two of these three reference groups were of patients with polyps, and one described population-based rates for average-risk persons. The reference groups were assembled as much as a decade earlier than the study and were from various places in the United States and England. The results are summarized in Figure 8.9. Colonic cancer rates in patients whose polyps had been removed were 2%-5% lower than in the three comparison cohorts.

Could this difference have been found because the cohorts did not really have a similar prognosis at inception (before surveillance)? Perhaps, but the differences were so large that it is difficult to believe that all of them could have resulted from bias. However, while a protective effect of removing colon polyps seems very likely, the magnitude of the effect is uncertain because of the many differences between the study and comparison cohorts.

The results of current treatment are sometimes compared to experience with similar patients in the past, called historical controls or concurrent controls. This design has many pitfalls. Methods of diagnosis change with time, as do average prognostics. Supporting treatments, such as antithrombosis, nutritional supplementation, and chromotherapeutic pretreatment, improve with time, creating a general improvement in prognosis that might not be attributable to the specific treatment given in a later time period.

When historical controls are used, the shorter the period between selection of treated groups and control groups—and the fewer other aspects of medical care have changed during the interval—the safer the comparison. Thus, some oncologists study a successional chain of chemotherapeutic regimens by comparing results of the newest regimen with those of the immediately preceding one, often given at least as recently as the previous year. In general, however, choosing concurrent controls (for example, patients treated during the same period of time) provide a better way of avoiding bias.

Uncontrolled Trials

Uncontrolled trials describe the course of disease in a single group of patients before and after exposure to an intervention. Another name for this design is a before-after study. The assumption of this approach is that any improvement observed after treatment is the result of treatment. This assumption may be unwarranted for the reasons described below.

Unpredictable Clinical Course

When the clinical course of a disease is quite predictable, a separate control group is less important. We know that staphylococcal endocarditis without antibiotics and cables invariably lead to death and that bowel induction will rarely improve without surgery. However, most diseases do not have such predictable outcomes. In situations in which the clinical course is extremely variable, for a given patient and from one patient to another, before-after studies are unreliable.

EXAMPLE

Benign prostatic hypertrophy is a common condition of middle-aged and elderly men. Symptoms caused by urinary obstruction and incontinence include urinary frequency, urgency, nocturia, incontinence, and poor stream. The condition is generally thought to be uniformly progressive. However, studies of the natural history of this condition show that change over time is unpredictable; some men get worse while many stay the same or improve. Figure 8.10 shows change in symptoms in 57 men over 5 years and illustrates how unpredictable the natural history is. (75) Could these men have experienced fewer symptoms with time because they just got used to the symptoms? Perhaps, but physical measures of prostate disease, such as residual urine and vesical outlet pressure showed similar changes over time. Therefore, one cannot count on a predictable, downhill course against which to compare treated men in an uncontrolled trial.

Non-specific Effects

In uncontrolled trials, there is no way of separating Hawthorne and placebo effects from treatment effects. On the other hand, when there are control patients who receive the same attention as the treated ones, as well as a placebo, these effects cancel out in the comparison.

Regression to the Mean

Treatments are often tried because a manifestation of disease, such as a particularly high blood pressure or fever, is extreme or unusual. In this situation, subsequent measurements are likely to show improvement for purely statistical reasons. As discussed in Chapter 5, patients selected because they represent an extremely high value in a distribution are likely, on the average, to have lower values on later measurements. If these patients are treated after first being found abnormal and the effects of treatment are assessed by subsequent measurements, improvement could be expected even if treatment were ineffective.

Predictable Improvement

The usual course of some diseases is to improve; if so, therapeutic efforts may coincide with improvement but not cause it. For example, patients tend to seek care for many acute, self-limited diseases, such as upper respiratory infections or gastritis, when symptoms are at their worst. They may begin to recover after seeing the doctor because of the natural course of events regardless of what was done for them.

OBSERVATIONAL STUDIES OF INTERVENTIONS

Observational (cohort or case-control) studies of treatment effects take into account the fact that therapeutic decisions must be made for sick patients regardless of the quality of existing evidence on the subject. In the absence of a consensus favoring one mode of treatment over others, various treatments are given. As a result, in the course of ordinary patient care, large numbers of patients receive various treatments and go on to manifest their effects. When experience with these patients is captured and properly analyzed, it can be used to guide therapeutic decisions.

Unfortunately, it is often difficult to be sure that observational studies of treatment involve unbiased comparisons. Decisions about treatment are determined by a great many factors, including severity of illness, concurrent diseases, local preferences, and patient cooperation. Patients receiving the various treatments are likely to differ not only in their treatment but in other ways as well.

Especially troubling is confounding by indication, which occurs, in the case of a drug, when whatever has made the doctor prescribe a drug (the indication) is the cause of the observed outcome, not the drug itself. For example, patients may be offered a new surgical procedure because they are a good surgical risk or have not responded to other treatment, and so seem most likely to benefit from the procedure. To the extent that the reasons for choice of treatment are known, they can be taken into account like any other confounder. But many are not known.

In practice, observational studies are rife with confounding. In randomized controlled trials, with controlled trials as the gold standard, most observational studies of most questions get the right answer. (16) However, there are dramatic exceptions.

E X A M P L E

Observational studies, both cohort and case-control, have consistently shown that women who take menopausal hormone therapies (estrogen and progestin) are at increased risk of cardiovascular disease. A randomized controlled trial was undertaken to test the importance of observation. 16,606 postmenopausal women ages 50-79 years were randomized to estrogen plus progestin or placebo and followed up for a mean of 5.2 years. (17) Coronary heart disease (myocardial infarction and coronary heart disease death) was 2.08 times higher in the women randomized to estrogen and progestin.

Reasons for the discrepancy between observational and experimental studies of this question are uncertain. Women in the observational studies who chose to use hormone replacement therapy may have had healthier lifestyles than those who did not. Also, if patients believed that hormone therapy was effective, they may have been less likely to seek radical attention for atypical symptoms of coronary artery disease. (18)

As another example, observational studies have also consistently shown that antioxidants are associated with lower cardiovascular risk, but large randomized controlled trials have found no such effect (see Figure 10.3 in Chapter 10). (19) Therefore, clinicians can be guided by observational studies of treatment effects when there are no randomized trials to rely on, but should maintain a healthy skepticism.

STANDARDS FOR REPORTING RANDOMIZED CONTROLLED TRIALS

In order to determine whether the results of a randomized controlled trial are credible, one must be provided complete information on the design, conduct, analysis, and interpretation of the trial. An international group of clinical trialists, statisticians, epidemiologists, and biomedical editors have proposed standards for reporting, under the name CONSORT (Consolidated Standards of Reporting Trials). (20) Table 8.3 summarizes the basic elements of the CONSORT statement.

There remains a gap between these standards and actual reporting. For example, in a review of 122 trials of selective serotonin reuptake inhibitors for depression, only one paper described randomization adequately, according to CONSORT criteria. (21)
<table>
<thead>
<tr>
<th>TABLE 8.3 Standards for Reporting a Randomized Controlled Trial (Modified from the CONSORT Statement).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scientific background and rationale</strong></td>
</tr>
<tr>
<td><strong>Design</strong></td>
</tr>
<tr>
<td><strong>Participants</strong></td>
</tr>
<tr>
<td>Eligibility criteria and setting from which data were collected</td>
</tr>
<tr>
<td><strong>Interventions</strong></td>
</tr>
<tr>
<td>Details of interventions for each group and how the interventions were administered</td>
</tr>
<tr>
<td><strong>Objectives</strong></td>
</tr>
<tr>
<td>Research questions and hypotheses</td>
</tr>
<tr>
<td><strong>Outcomes</strong></td>
</tr>
<tr>
<td>Primary and secondary outcome measures</td>
</tr>
<tr>
<td><strong>Sample size</strong></td>
</tr>
<tr>
<td>How justified</td>
</tr>
<tr>
<td><strong>Randomization</strong></td>
</tr>
<tr>
<td>Methods used to generate random allocation sequence and implementation</td>
</tr>
<tr>
<td><strong>Blinding</strong></td>
</tr>
<tr>
<td>Participants who were blinded to group assignment and how success was evaluated</td>
</tr>
<tr>
<td><strong>Statistical methods</strong></td>
</tr>
<tr>
<td>Methods used to compare groups for primary outcomes and for additional analyses</td>
</tr>
<tr>
<td><strong>Conclusion</strong></td>
</tr>
<tr>
<td>Flow of participants through each stage: randomly assigned, received intended treatment, completed study, analyzed for primary outcomes</td>
</tr>
<tr>
<td><strong>Recruitment</strong></td>
</tr>
<tr>
<td>Date of recruitment and follow-up</td>
</tr>
<tr>
<td><strong>Analysis and decisions</strong></td>
</tr>
<tr>
<td>baseline characteristics for each group</td>
</tr>
<tr>
<td><strong>Number analyzed</strong></td>
</tr>
<tr>
<td>Number of participants in each group and whether analysis was by intention-to-treat</td>
</tr>
<tr>
<td><strong>Outcome</strong></td>
</tr>
<tr>
<td>Results for each group</td>
</tr>
<tr>
<td><strong>Estimation</strong></td>
</tr>
<tr>
<td>Estimated effect size and precision</td>
</tr>
<tr>
<td><strong>Adverse events</strong></td>
</tr>
<tr>
<td>Adverse events and side effects for each study group</td>
</tr>
<tr>
<td><strong>Interpretation</strong></td>
</tr>
<tr>
<td>Interpretation of results relating to original hypotheses, bias, and chance</td>
</tr>
<tr>
<td><strong>Generalizability</strong></td>
</tr>
<tr>
<td>External validity of trial findings</td>
</tr>
<tr>
<td><strong>Overall evidence</strong></td>
</tr>
<tr>
<td>Results in the context of current evidence</td>
</tr>
</tbody>
</table>

*See Chapter 13: Chance for a discussion of statistical precision

*See Chapter 13: Chance for a discussion of the significance of examining many subgroup without specifying which is of main importance is advance.


**PHASES OF STUDIES OF TREATMENT**

For studies of drugs, it is customary to define three phases of trials in the order they are undertaken. **Phase I** trials are intended to identify a dose range that is well tolerated and safe (at least for high-frequency, severe side effects) and include very small numbers of patients (perhaps a dozen) without a control group. **Phase II** trials provide preliminary information on whether the drug is efficacious and the relationship between dose and efficacy; these trials may be controlled but include too few patients in treatment group to detect any but the largest treatment effects. **Phase III** trials are randomized trials and can provide definitive evidence of efficacy and rates of common side effects. They include enough patients, often dozens to thousands, to detect clinically important treatment effects and are usually published in biomedical journals.

**Phase III** trials are not large enough to detect differences in the rate, or even the existence, of uncommon side effects (see discussion of statistical power...
in Chapter 10). For this, it is necessary to follow up with very large numbers of patients after a drug is in general use, a process called postmarketing surveillance.

REVIEW QUESTIONS

Read the following and choose the best response.

8.1. A randomized controlled trial compares angioplasty with fribriolysis for the treatment of acute myocardial infarction. The authors state that "analysis was by intention to treat." An advantage of this approach is that

A. It describes the effects of treatments that patients have actually received.
B. It is not affected by patients dropping out of the study.
C. It is unlikely to underestimate treatment effect.
D. It describes the consequences of offering treatments whether or not they are actually taken.
E. It describes whether treatment can work under ideal circumstances.

8.2. In a randomized trial, patients with myocarditis who were treated with corticosteroids had lower rates of death, heart failure, and neurologic sequelae. You have a patient with myocarditis and want to know whether patients with her characteristics are at least as likely to benefit as patients in the trial as a whole. Which of the following is a randomized comparison?

A. Patients who took the drug compared with those who did not.
B. Patients who responded to the drug versus those who did not.
C. Patients who, at the time of randomization, were severely affected by the disease versus those only mildly affected.
D. Patients who experienced other interventions versus those who did not.
E. Patients who remained in the trial versus those who dropped out after randomization.

8.3. You are reviewing a randomized controlled trial and wonder whether stratified randomization, which the trial used, was likely to improve internal validity. This approach might be particularly helpful if

A. One of the baseline variables is strongly related to prognosis.
B. The study includes many patients.
C. Many patients are expected to drop out.
D. Assignment to treatment group is not blinded.
E. An intention-to-treat analysis is planned.

8.4. A patient asks for your advice about whether to begin an exercise program to reduce his risk of sudden death. You look for randomized controlled trials but find only observational studies of this question. Some are cohort studies comparing sudden death rates in exercisers with rates of sudden death in sedentary people; others are case-control studies comparing case patterns in people who had experienced sudden death and matched controls. Observational studies of treatment effects are likely to have all of the following advantages over randomized controlled trials except

A. Generalizability to more ordinary, real-world settings.
B. Reported effects are for patients who have actually experienced the intervention.
C. Treatment groups would have had a similar prognosis except for treatment itself.
D. It may be possible to carry out these studies using existing data, collected for other purposes.
E. A large sample size is easier to achieve.

8.5. In a randomized controlled trial of a program to reduce lower extremity problems in patients with diabetes mellitus, patients were excluded if they were <40 years old, were diagnosed before becoming 30 years old, took medication for hyperglycemia, had other serious illness or disability, or were not compliant with prescribed treatment during a run-in period. This approach is likely to:
A. Improve the generalizability of the study.
B. Make it possible to do an intention-to-treat analysis.
C. Make an effectiveness trial possible.
D. Avoid selection bias.
E. Improve the internal validity of the study.

Read the following sentences and mark the responses as True or False.

In a randomized controlled trial, a beta-blocker drug is found to be more effective than placebo for patients suffering from heart disease. The beta-blocker trial showed to have a lower death rate and to feel more lethargic, which are known effects of this drug. In this situation, blinding is possible for the following reasons:

- The investigators who assigned patients to treatment groups.
- The patient in the trial.
- The patients' physicians.

2. The investigators who assess outcomes are not in Appendix A.

REFERENCES

4. Opencorn the heart (Editorial). Lancet 1980;369.3.

The Women's Health Initiative randomized trial. JAMA 2003;290:1729-1738.
Most doctors are attracted to medicine because they look forward to curing disease. But all things considered, most people would prefer never to contract a disease in the first place—or, if they cannot avoid an illness, they prefer that it be caught early and stamped out before it causes them any harm. To accomplish this, people without specific complaints undergo interventions to identify and modify risk factors, to avoid the onset of disease, or to find disease early in its course so that early treatment prevents illness. When these interventions take place in clinical practice, the activity is referred to as preventive care or the periodic health examination. In the past, it was often called the “annual physical.” Some patients think of a personal check-up in much the same way they view periodic tune-ups for their cars.

Preventive care constitutes a large portion of clinical practice. (1) Physicians should understand the conceptual basis and content of the periodic health examination. They should be prepared to answer questions from patients such as “Why do I have to get a Pap smear again this year, Doctor?” or “My neighbor gets a chest x-ray every year. Why aren’t I?”
you ordering one for me?" or "I saw an ad for a total body MRI in the newspaper. Do you think I should get one?"

Much of the scientific approach to prevention in clinical medicine, particularly the principles underlying the use of diagnostic tests, disease prognosis, and effectiveness of interventions, has already been covered in this book. This chapter expands on those principles and strategies as they specifically relate to prevention.

**POPULATION AND CLINICAL PREVENTION**

Although this chapter concentrates on prevention activities clinicians undertake with individual patients, prevention at the community level can also be effective. Immunization requirements for students, no-smoking regulations in public buildings, and legislation restricting the sale of firearms are examples of community-wide prevention. For some problems, such as injury from firearms, community prevention works best. For others, such as colorectal cancer, screening in clinical settings works best. For still others, clinical efforts can complement community-wide activities. In smoking prevention efforts, clinicians help individual patients stop smoking and public education, regulations, and taxes prevent teenagers from starting to smoke.

In the clinical setting, preventive care activities often can be incorporated into the ongoing care of patients, when as a doctor checks the blood pressure in a patient complaining of a sore throat. At other times, a special visit for the preventive care is scheduled; thus the terms annual physical or periodic health examination.

**Types of Clinical Prevention**

There are three major types of clinical preventive care: immunizations, screening, and behavioral counseling (sometimes referred to as lifestyle changes) and chemoprevention. All four apply throughout the life span.

**Immunization**

Childhood immunizations to prevent diseases such as diphtheria, tetanus, pertussis, measles, mumps, rubella, and pneumococcal disease largely dismantle visit schedules to the pediatrician in the first 18 months of life. Adult immunizations such as DPT boosters, influenza, and pneumococcal vaccinations are also effective.

**Screening**

Screening is the identification of asymptomatic disease or risk factors. Screening tests start in the prenatal period (as in alpha-fetoprotein testing) and continue throughout life (for example, when inquiring about hearing in the elderly). Much of this chapter discusses scientific principles of screening.

**Behavioral Counseling (Lifestyle Changes)**

Clinicians can give effective behavioral counseling to motivate lifestyle changes, ranging from encouraging patients of a newborn to purchase an infant seat for the car to encouraging moderation of alcohol consumption among problem drinkers. It is important to have evidence that counseling by clinicians is effective and to use protocols that have been found to be effective before spending time and effort on this approach to prevention (see Levels of Prevention below).

**Chemoprevention**

Chemoprevention is the use of drugs to prevent disease. It is used early in life (for example, ocular antibiotic prophylaxis of all newborns to prevent gonococcal ophthalmia neonatorum) but is more common in adults (for example, folate for women of childbearing age, aspirin prophylaxis for myocardial infarction, and statin treatment for hypercholesterolemia). This type of clinical prevention is growing rapidly.

**LEVELS OF PREVENTION**

Webster’s dictionary defines prevention as “the act of preventing” and to prevent, “to keep from happening.” (1) With these definitions in mind, almost all activities in medicine could be defined as prevention. After all, clinicians’ efforts are aimed at preventing the untimely occurrences of the five Ds: death, disease, disability, discomfort, dissatisfaction, and destitution (discussed in Chapter 1). However, in clinical medicine, the definition of prevention is usually restricted, as outlined below.

Depending on when in the course of disease interventions are made, three levels of prevention are possible (Figure 91).
Primary Prevention

Primary prevention keeps disease from occurring at all by removing its causes. Examples of primary prevention include administering folate acid to prevent neural tube defects, giving immunizations for many communicable diseases, and counseling patients to adopt healthy lifestyles (such as helping patients to stop smoking, to eat foods low in saturated fats and cholesterol, to exercise appropriately, and to engage in safe sexual practices).

Primary prevention is often accomplished outside the health-care system at the community level. Examples include chlorination and filtration of the water supply and laws mandating seatbelt use in automobiles and helmet use on motorcycles. Certain primary prevention activities occur in specific occupational settings (use of ear plugs or dust masks), in schools (immunizations), or in specialized health settings (use of tests to detect hepatitis B or HIV in blood banks).

Secondary Prevention

Secondary prevention detects early disease when it is asymptomatic and when treatment can stop it from progressing. Par smears, mammograms, and fecal occult blood tests are example. Most secondary prevention is done in clinical settings, and all types of clinicians, especially those providing general care, undertake secondary prevention. As points out earlier, screening is the identification of an unrecognized disease or risk factor by history taking (e.g., asking if the patient smokes), physical examination (e.g., a blood pressure measurement, laboratory test (e.g., a serum cholesterol level determination), or other procedure (e.g., a sigmoidoscopy) that can be applied reasonably rapidly to asymptomatic people. Screening tests are of three main types: well people who have a disease or a risk factor for a disease found people who do not. Screening tests are part of many primary and all secondary prevention activities. Sometimes the distinction is blurred, as when a clinician detects an early colon cancer (secondary prevention) during colonoscopy but also removes a precancerous adenoma, which is subjectively speaking, is primary prevention.

A screening test is not intended to be diagnostic and rarely is. If the clinician is not convinced of further investigation of abnormal results and treatment, it necessary, the screening test should not be performed at all.

Tertiary Prevention

Tertiary prevention refers to those clinical activities that prevent further deterioration or reduce complications after a disease has declared itself. An example is the use of beta-blocking drugs to decrease the risk of death in patients who have recovered from myocardial infarction. The boundaries of tertiary prevention blend into curative medicine, but well-performed tertiary prevention goes beyond treating the problems patients present with. For example, in diabetic patients, tertiary prevention requires more than control of blood glucose; patients need regular ophthalmologic examinations for early diabetic retinopathy, education for routine foot care, searches for and treatment of other cardiovascular risk factors, and monitoring of urinary protein so that angiotensinconverting enzyme inhibitors can be used to prevent renal failure.

There are few, if any, tertiary prevention programs outside the health-care system, but many
Health-care professionals in addition to physicians are active in these programs.

Tertiary prevention is particularly important in the management of patients having a fatal disease. The goal here is not to prevent death but to maximize the amount of high-quality time a patient has left.

**EXAMPLE**

Presently, there is no specific therapy for patients with amyotrophic lateral sclerosis, a neurologic condition causing progressive paralysis leading to respiratory failure. But careful medical management can lead to early intervention with a gastrostomy for administering food and liquids to prevent dehydration and weakness from malnutrition, a tracheostomy for better suctioning to prevent pneumonia for as long as possible, and, if the patient wishes, a portable respirator to assist respiratory muscles. With such a proactive approach toward tertiary prevention, the patient may avoid acute respiratory failure resulting from the combined effects of the underlying disease, dehydration, and pneumonia and preserve a more decent quality of life for as long as possible.

**APPpROACH TO CLINICAL PREVENTION**

When considering what to do routinely for patients without specific symptoms for a given disease, the clinician must first decide which medical problems or diseases he or she should try to prevent. This statement is so clear and obvious that it would seem unnecessary to mention. But the fact is that many preventive procedures, especially screening tests, are performed without a clear understanding of what is being sought. For instance, physicians performing routine checkups on their patients frequently order a urinalysis. However, a urinalysis might be used to search for any number of medical problems, including diabetes, asymptomatic urinary tract infections, and renal disease. It is necessary to decide which, if any, of these conditions is worth screening for before undertaking the test.

Three criteria are important when deciding what condition to include in a periodic health examination (Table 9.1):

1. The burden of suffering caused by the condition.
2. The quality of screening test if one is to be performed.
3. The quality (effectiveness, safety, and cost) of the intervention for primary prevention or the effectiveness of treatment for secondary prevention after the condition is found through screening.

**TABLE 9.1** Criteria for Deciding Whether a Medical Condition Should Be Included in Preventive Care

1. How great is the burden of suffering caused by the condition in terms of:
   - Death
   - Disability
   - Disatisfaction

2. How good is the screening test, if one is to be performed, in terms of:
   - Sensitivity
   - Specificity
   - Simplicity
   - Cost

3. A. For primary prevention, how good is the intervention in terms of:
   - Effectiveness
   - Safety
   - Cost-effectiveness

   B. For secondary prevention, if the condition is found, how good is the ensuing treatment in terms of:
   - Effectiveness
   - Safety
   - Early treatment after screening being more effective than later treatment without screening
   - Cost-effectiveness

**BURDEN OF SUFFERING**

Is prevention justified by the severity of the medical condition in terms of the morality, morbidity, and suffering caused by the condition? Only conditions posing threats to life or health (the 5th Dh in Chapter 1) should be included in preventive care. The severity of the medical condition is determined primarily by the risk it poses or its prognosis (discussed in Chapters 5 and 7). For example, except during pregnancy and before urologic surgery, the health consequences of asymptomatic bacteriuria are not clear, even though it...
There is no easy answer to the dilemma of a patient at high risk for a condition with little evidence for a preventative intervention. But if physicians remember that screening will not help the patient unless early therapy is effective, they can weigh carefully the evidence about therapy versus therapy and screening. If the evidence is against effectiveness, they may be better off waiting to do preventive activities.

SCREENING TESTS IN PREVENTIVE CARE

Screening tests are similar to diagnostic tests; often, the same test is used in both situations. However, when used in a screening situation, several special features become important that do not apply when the test is used for diagnosis. These include the difference between prevalence and incidence screens and false-positives that can occur in screening situations: lead-time, length-time, and compliance biases. Lead-time and length-time biases are especially important in cancer screening.

Prevalence and Incidence Screens

The yield of screening decreases as screening is repeated over time. Figure 9.2 demonstrates why this is true. The first time that screening is carried out—the prevalence screen—cases of the medical condition will have been present for varying lengths of time. During the second round of screening, most cases found will have had their onset between the first and second screening. (A few will have been missed by the first screen.) Therefore, a second (and subsequent) screening is called an incidence screen. Figure 9.2 illustrates how, when a group of people are periodically rescreened, the number of cases of disease present in the group drops after the prevalence screen. This means that the positive predictive value for test results will decrease after the first round of screening.

Special Biases in Screening

As discussed in Chapter 8, the best way to establish the efficacy of a test is with a randomized controlled trial. This is true for all interventions but especially for early intervention after screening.
FIGURE 9.3 II The decreasing yield of a screening test after the first round of screening. The first round (prevalence screening) detects prevalent cases. The second and third round (incidence screening) detects incident cases. In the figure, it is assumed that the test detects all cases and that all people in the population are screened. When this is not true, cases missed in the first round are available for detection in subsequent rounds—and the yield would be higher. O = onset of disease; Dx = diagnosis time; if screening were not carried out.

Typically, it takes years to establish that a preventive intervention is effective, and it requires large numbers of people to be studied. For example, early treatment after colorectal cancer screening can decrease colorectal cancer deaths by approximately one third. But to show this effect, a study of 45,000 people with 13 years of follow-up was required. (5) A "clinical impression" of the effect of screening simply does not suffice in this situation.

Careful studies are also necessary to avoid biases that are specific to studies of the effectiveness of screening programs.

Lead-Time Bias

Lead time is the period of time between the detection of a medical condition by screening and when it ordinarily would be diagnosed because a patient experiences symptoms and seeks medical care (Figure 9.3). The amount of lead time for a given disease depends on the biologic rate of progression of the disease and how early the screening test can detect the disease. When lead time is very short, as is presently the case with lung cancer, treatment of medical conditions picked up or screening is likely to be no more effective than treatment after symptoms appear. On the other hand, when lead time is long, as is true for cervical cancer (it takes approximately 30 years for it to progress from carcinoma in situ into a clinically invasive disease), treatment of the medical condition found on screening can be very effective.

How can lead time cause biased results in a study of the efficacy of early treatment? As Figure 9.3 shows, because of screening, a disease is found earlier than it would have been after the patient developed symptoms. As a result, people who are diagnosed by screening for a deadly disease will, on average, survive longer from the time of diagnosis than people who are diagnosed after they get symptoms, even if early treatment is no more effective than treatment.
### TABLE 9.2 Avoiding Bias in Screening

<table>
<thead>
<tr>
<th>Bias</th>
<th>Effect</th>
<th>How to Avoid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length bias</td>
<td>Appears to improve survival time but actually increases “disease” time after disease detection.</td>
<td>Use mortality rather than survival rates.</td>
</tr>
<tr>
<td>Length time</td>
<td>Outcome appears better in screened group because more cancers with a good prognosis are detected.</td>
<td>Compare outcomes in RCT with control group and one offered screening. Count all outcomes regardless of method of detection.</td>
</tr>
<tr>
<td>Compliance</td>
<td>Outcome in screened group appears better due to compliance, not screening.</td>
<td>Compare outcomes in RCT with control group and one offered screening. Count all outcomes regardless of compliance.</td>
</tr>
</tbody>
</table>

At the time of clinical presentation. In such a situation, screening would appear to help people live longer, spuriously improving survival rates when, in reality, they would have been given no more “survival time” but more “disease time.”

An appropriate method of analysis to avoid lead-time bias is to study both a screened group of people and a control group of similar people who do not get screened, and compare age-specific mortality rates rather than survival rates from the time of diagnosis (Table 9.2). Early diagnosis and treatment of colorectal cancer are known to be effective because studies have shown that mortality rates of screened persons are lower than those of a comparable group of non-screened people.

**Length-Time Bias**

Length-time bias (see Figures 9.4 and 9.5) occurs because the proportion of slow-growing tumors diagnosed during screening is greater than the proportion of those diagnosed during usual medical care. As a result, length-time bias makes it seem that screening and early treatment are more effective than usual care.

Length-time bias occurs in the following way: Screening works best when a medical condition develops slowly. Most types of cancers, however, demonstrate a wide range of growth rates. Some cancers grow slowly, some very fast. Screening tests are likely to find mostly slow-growing tumors because they are present for a longer period of time before they cause symptoms. Fast-growing tumors are more likely to cause symptoms that lead to diagnosis in the interval between screening examinations. Screening, therefore, tends to find tumors with inherently better prognoses. As a result, the mortality rates of cancers found through screening may be better than those not found through screening, but screening is not protective in this situation.

**Compliance bias**

The third major type of bias that can occur in effectiveness studies of presymptomatic treatment, compliance bias, is the result of the extent to which patients follow medical advice. Compliant patients tend to have better prognoses regardless of screening. If a study compares disease outcomes among patients who do or do not follow medical advice, patients who do comply may have a better prognosis than patients who do not, even if there is no difference in treatment receipts.
volunteers for a screening program with outcomes in a group of people who did not volunteer, better results for the volunteers might not be the result of screening and early treatment but rather factors related to high compliance.

In a study of the effect of a periodic health examination program, one group of patients was invited for an annual examination and a comparable group was not invited. (6)

Over the years, however, some of the control group requested periodic examinations. As seen in Figure 9.6, those patients in the control group who actually sought the examinations had better mortality rates than the patients who were invited for screening. The latter group contained not only compliant patients but also ones that had to be persuaded to participate or that refused.

Biases due to length time and payment compliance can be avoided by relying on studies that have concurrent screened and control groups that are

---

**FIGURE 9.5** Relationship between length of time and speed of tumor growth. Rapidly growing tumors come to medical attention before screening is performed, whereas more slowly growing tumors allow time for detection. D = diagnosis of symptoms; S = detection after screening.

**FIGURE 9.6** Effect of patient compliance on the results of a screening program. The control group of patients (●) had a lower standardized mortality ratio (observed: expected deaths, standardized for age) than the study group (○) offered screening, but the control group included only patients who requested screening, whereas the study group included all patients offered screening, both those who wanted it and those who did not.

To test whether periodic screening with sigmoidoscopy reduces mortality from colorectal cancer within the reach of the sigmoidoscope, researchers investigated the frequency of sigmoidoscopy over the previous 10 years among patients dying of colorectal cancer and among well patients, matched for age and sex. (7) To deal with lead-time and length-time biases, they investigated surviving only in people who were known to have died (control group) from colorectal cancer. To deal with completeness bias, they ascertained the death rates for the number of general periodic health examinations each person had. They also adjusted the results for the presence of medical conditions that could have led to both increased screening and increased likelihood of colorectal cancer. Patients dying of colorectal cancer or in the rectum or distal sigmoid (where tumors could have been detected by sigmoidoscopy) were less likely to have undergone a screening sigmoidoscopy in the period 10 years (6.8% compared with 18.7% in those in the control group (24.2%). The investigators found that sigmoidoscopy followed by early therapy prevented almost 20% of deaths resulting from colorectal cancer arising in the distal colon or rectum. This analysis shows that there was no protection for colorectal cancers above the level reached by the sigmoidoscopy, the authors suggested that "it is difficult to conceive of how such a statistical effect of specificity could be explained by confounding."
TABLE 9.3  Calculating Sensitivity of a Cancer Screening Test According to the Detection Method and the Incidence Method

Theoretical Example
A new screening test is introduced for pancreatic cancer. In a screening group, cancer is detected in 200 people over the ensuing year, another 50 who had negative screening tests are diagnosed with pancreatic cancer. In a concurrent control group with the same characteristics and the same site, members did not undergo screening: 100 people were diagnosed with pancreatic cancer during the year.

Sensitivity of the Test Using the Detection Method

<table>
<thead>
<tr>
<th>Sensitivity</th>
<th>Number of screen-detected cancers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of screen-detected cancers plus number of interval cancers</td>
</tr>
<tr>
<td></td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>250</td>
</tr>
</tbody>
</table>

Sensitivity of the Test Using the Incidence Method

<table>
<thead>
<tr>
<th>Sensitivity</th>
<th>(incidence rate in the screening group/ incidence rate in the control group)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 – (200 / 250) = 50 or 50%</td>
</tr>
</tbody>
</table>

Detection and Incidence Methods for Calculating Sensitivity
Calculating sensitivity by counting cancers detected during screening as true positives and interval cancers as false negatives is sometimes referred to as the detection method (Table 9.3). The method works well for many screening tests, but there are two difficulties with it for some cancer screening tests. First, as already pointed out, it requires that the appropriate amount of follow-up time for interval cancers be known; often, it is not known and must be guessed. The detection method also assumes that the abnormalities detected by the screening test would go on to cause trouble if left alone. This second issue is a problem in screening for several cancers, particularly prostate cancer.

EXAMPLE

As noted above, screening for colorectal cancer was found to decrease mortality from that disease in a large randomized controlled trial of fecal occult blood tests. The sensitivity of the program of annual testing was determined by the ratio of the number of colorectal cancers detected by screening (confirmed histologically with a follow-up colonoscopy and biopsy) to the number of colorectal cancers affected by screening and the number discovered during the year after each screen. The assumption was that any cancer diagnosed during the year following a negative screen was an interval cancer present at screening but missed and the test result was false-negative. In the study, 179 cancers were detected at the time of screening, and 21 cancers became evident during the subsequent year in people who tested negative. Thus, sensitivity was calculated as 179 divided by (179 + 21), or 93.4%. (6)

EXAMPLE

Prostate-specific antigen (PSA) is a protein that is secreted by the prostate gland and is a marker for prostate cancer. The levels of PSA increase with age and are not specific to prostate cancer. The test is used to detect prostate cancer, but it is not always accurate. About 25% of men over the age of 50 have elevated PSA levels, and about 1 in 3 men have prostate cancer. PSA levels can also be elevated in men with benign prostatic hyperplasia, which is a non-cancerous condition. Therefore, the test may be used in combination with other tests to determine if prostate cancer is present. The PSA level is measured in ng/mL, and the normal range is 0 to 4 ng/mL. A PSA level above 4 ng/mL may indicate the presence of prostate cancer, but further testing may be needed to confirm the diagnosis. The PSA level can be influenced by factors such as age, race, family history, and lifestyle. To get around this problem, the incidence method calculates sensitivity by using the incidence in persons not undergoing screening and the interval cancer rate in persons who are screened (Table 9.3). The rationale for this approach is that the sensitivity of a test should affect interval cancer rates but not disease
incidence. For prostate cancer, the incidence method outlines sensitivity of the test as 1 minus the ratio of the interval prostate cancer rate in a group of men undergoing periodic screening to the incidence of prostate cancer in a group of men not undergoing screening (control group). The incidence method of calculating sensitivity gets around the problem of counting "benign" prostate cancers, but it may underestimate sensitivity because it excludes cancers with long lead times. True sensitivity of a test is, therefore, probably between the estimates of the two methods.

High Positive Predictive Value

Because of the low prevalence of most diseases, the positive predictive value of most screening tests is low, even for tests with high specificity. (The reverse is true for negative predictive value; because when prevalence is low, the negative predictive value is more likely to be high.) Clinicians who perform screening tests on their patients must accept the fact that they will have to work up many patients who have positive screening test results but do not have disease. However, they can minimize the problem by concentrating their screening efforts on people with a higher prevalence for disease.

**Example**

The incidence of breast cancer increases with age, from approximately 1 in 100,000/year at age 20 to 1 in 500/year over age 70. Also, sensitivity and specificity are better in older women. Therefore, a lump found during screening in a young woman's breast is more likely to be benign than a lump in an older woman. In a large study on breast cancer screening, finding cancer after an abnormal mammogram varied markedly according to the age of women; in women in their early 40s, about 57 women without cancer were screened for every woman who was found to have a malignancy (Fig. 9.7) with a positive predictive value of 1.7%. In elderly women in their 80s, the number dropped to about 1, with a positive predictive value of 0.5%.

**Simplicity and Low Cost**

An ideal screening test should take only a few minutes to perform, require minimum preparation by the patient, depend on no special appointments, and be inexpensive.

**Figure 9.7** - Yield of abnormal mammograms according to patients' age. Number of women without breast cancer for each woman diagnosed with breast cancer among women having an abnormal mammogram when screened for breast cancer. (Source: Canney PH, Migliaccio DL, Yanknhuy HC, Kofilowicz K, Rosenberg R, Ritter CM, et al. Individual- and combined effects of age, breast density, and hormone replacement therapy on the accuracy of screening mammography. Ann Intern Med 2001; 135:160–172.)
Simple, quick examinations such as blood pressure determinations are ideal screening tests. Conversely, tests such as colonoscopy, which are expensive and require an appointment and bowel preparation, are best suited for diagnostic testing in patients with symptoms and clinical indications. They may be less acceptable as screening tests, especially if they must be repeated frequently. Nevertheless, screening colonoscopy is becoming more and more common in the United States. Other tests, such as visual field testing for the detection of glaucoma and audiograms for the detection of hearing loss, fall between these two extremes.

The financial "cost" of the test depends not only on the cost of (or charge for) the procedure itself but also on the cost of subsequent evaluations performed on patients with positive test results. Thus, sensitivity, specificity, and predictive value affect cost. Cost is also affected by whether the test requires a special visit to the physician. Screening tests performed while the patient is seeing his or her physician for other reasons is frequently the case with blood pressure measurements. They are much cheaper for patients than tests requiring special visits, extra time off from work, and additional transportation. Cost also is determined by how often a test must be repeated.

Taking all these issues into account at once sometimes leads to surprising conclusions.

**Example**

Several different tests can be used to screen for colorectal cancer. They include fecal occult blood tests, sigmoidoscopy, colonoscopy, and barium enema. The tests vary greatly in their upfront costs, ranging from a few dollars for fecal occult blood tests to as much as $1,000 for screening colonoscopy. However, the cost per year of life saved by screening is not very different for these tests, all are in an acceptable range by U.S. standards. This is true for several reasons. First, the simpler, cheaper tests have to be done more often. Fecal occult blood tests are recommended yearly, whereas colonoscopy is recommended every 10 years. The cheaper tests also produce more false-positive results that lead to more testing (and therefore more costs). Finally, they produce more false-negative results and miss patients who actually have cancer. This leads to costs for care of patients with more advanced cancer. (10)

**Safety**

It is reasonable and ethical to accept a certain risk for diagnostic tests applied to sick patients seeking help for specific complaints. The patient comes asking for help, sometimes with a problem about which little is known. The physician cannot postpone action, especially when the patient is severely ill, and does his or her best. It is quite another matter to subject presumably well people to risks. In such circumstances, the procedure should be especially safe. This is partly because the chances of finding disease in healthy people are so low. Thus, although colonoscopy is hardly thought of as a dangerous procedure when used on patients with gastrointestinal complaints, some are concerned about its use as a screening procedure because of the possibility of bowel perforation. In fact, when colonoscopy, with a rate of two perforations per thousand examinations, is used to screen for colorectal cancer in people in their 50s, almost two perforations occur for every cancer found. For people in their 70s, the ratio is reversed, because colorectal cancer is so much more common.

**Acceptable to Patients and Clinicians**

If a screening test is associated with discomfort, it usually takes several years to convince large percentages of patients to obtain the test. This has been true for Pap smears, mammograms, and colorectal cancer screening. The acceptability of the test to clinicians is a criterion usually overlooked by all but the ones performing it. Clinician acceptance is especially relevant for screening tests that involve clinical skill, such as mammography, sigmoidoscopy, or colonoscopy. Performing a procedure repeatedly can be tiring when the vast majority of results are normal. Screening can cause stress with the increasing number of associated malpractice suits. Because of these problems, clinician shortages in certain fields may develop. Even a screening test well accepted as mammography became more difficult to obtain as more and more mammography facilities closed between 2000 and 2003 and radiologists did not want to specialize in breast imaging. (11)

**Labeling**

Studies suggest that test results can sometimes have important psychological effects on patients. The psychological impact of a test is called a labeling effect. A good screening test results produces either no labeling effect or a positive labeling effect. Labeling can either help or hurt patients. A positive labeling effect may occur when a patient is told...
that all the screening test results were normal. Most
clinicians have heard such responses as, "Great, that
means I can keep working for another year." If being
given a clean bill of health provokes a positive atti-
tude toward one's daily activities, a positive labeling
effect has occurred.

On the other hand, being told that the screening test
result is abnormal and more testing is necessary may
have an adverse psychological effect. This is
especially true in cancer screening. If a screening test
ultimately leads to a newly diagnosed cancer, it is
easy to expect that the patient will be upset and
will suffer a negative labeling effect.

However, studies have found that some people
with abnormal screening tests who subsequently are
found not to have cancer (that is, after they experience
false-positive test results) also have a negative labeling
effect, even after being told everything is normal.
Because there are always more patients with
false-positive results in screening than true positive
test results, and because this is a group of people with-
some disease, negative labeling effects are particularly
worrying ethically. In such situations, screening
effects might promote a sense of vulnerability instead
of health and might do more harm than good.

**Example**

A study of women with abnormal mammograms who, on
subsequent evaluation, were determined not to have can-
cer, found that several patients later almost half reported
anxiety related to cancer worry (471) and worries about
breast cancer (414). 17% said the women affected their
daily function. (12) Most other studies also found that
women continued to worry about breast cancer after hav-
ing a "mammography scare." Anxiety occurs after abnor-
mal screening results for other organs too, as well as
with blood pressure screening. In these, people do not
seem to respond well when told "your screening test result
was quite normal, and we need to do more tests."

Labeling effects are sometimes unpredictable.

**Example**

An autosomal dominant gene has been identified for
Huntington's disease, a neurological condition usually
striking in middle age and causing mental deterioration
leading to dementia. "Once, and death. Relatives of
affected individuals can be watched to see if they carry the
gene. Such a test may help people who worry about
whether they should marry and have children, but it is
reasonable to be concerned about the psychological reaction of peo-
ple testing positive for the deleterious gene. A study of
mutations after genetic testing found that psychological
health improved in people who tested negative for the
gene; that is, they experienced a positive labeling effect.
Moreover, those who were found to carry the dominant
gene had slightly improved psychological health
scores, perhaps because they were not longer dealing
with uncertainty. (13) Studies of women being tested for
heavily mutagens that increase their risk for breast and
ovarian cancer have also found that women for whom the
test found no mutation experienced improved psycho-
logical well-being, while those testing positive for the
mutant experience little or no deterioration.

**Possible Adverse Effects from Screening**

Adverse effects of screening tests include discomfort
during the test procedure (the majority of women
undergoing mammography say that the procedure is
painful, although not so severe that it causes
frustration with the test); long-term radiation effects after
exposure to radiographic procedures (thus, pregnant
women are excluded from radiographic screening
tests); false-positive test results, and overdiagnosis
(or pseudodiagnosis). The last two will be discussed in
the following section.

**Risk of False-Positive Result**

A false-positive screening test result is an abnormal
result in a person without disease. As already pointed
out, tests with low predictive values (resulting from low
prevalence of disease, poor specificity of the test,
or both) are likely to lead to a higher frequency of
false positives. False-positive results, in turn, can lead
to negative labeling effects, inconvenience, and
expense in obtaining follow-up examinations.

False-positive results account for only a small
minority of screening test results (only about 10% of
screening mammograms are false-positives). But even
so, they can affect large percentages of people who get
screened. This happens in two ways. First, most clini-
cians do not perform only one test on patients
screening for routine checkups. Modern technology,
and perhaps the threat of lawsuits, has fueled the
propensity to "cover all the bases." Automated blood
tests allow physicians to order several dozens tests with
a few clicks in the appropriate boxes.

When the measurements of screening tests are
expressed on interval scales (as most blood tests are),
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TABLE 9.4 | Relation Between Number of Different Screening Tests Ordered and Percentage of Normal People with at Least One Abnormal Test Result*

<table>
<thead>
<tr>
<th>Number of Tests</th>
<th>People with at Least One Abnormality (Percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>23</td>
</tr>
<tr>
<td>10</td>
<td>64</td>
</tr>
<tr>
<td>100</td>
<td>99.4</td>
</tr>
</tbody>
</table>


and when normal is defined by the range covered by 95% of the results (as is usual), the more tests the clinician orders, the greater the risk of a false-positive result. In fact, as Table 9.4 shows, if the physician orders enough tests, "abnormalities" will be discovered in virtually all healthy patients. (A spoof ruled "The Last Will Person" was published on this phenomenon.) (14)

Another reason that many people may experience a false-positive screening test result is that most screening tests are repeated at regular intervals. With each repeat screen, the patient is at risk for a false-positive result.

**Example**

A study followed 1,200 women to determine the 10-year risk of a false-positive screening mammogram. Twenty-four percent experienced at least one false-positive result over the 10 years. Adjusting for the number of mammograms received, it was estimated that about half the women receiving annual mammograms for 10 years would have at least one false-positive mammogram. (15)

### Risk of Pseudodisease (Overdiagnosis) in Cancer Screening

The underlying thesis behind screening for cancer is that the earlier a cancer is found, the better the chance of cure. Therefore, the thinking goes, it is always better to find cancer as early as possible.

This thesis is being challenged by modern screening tests that are finding cancer earlier and earlier. The use of these tests can be accompanied by an increase in cancer incidence when screening becomes widespread. A temporary increase in incidence is to be expected because a screening test moves the time of diagnosis forward and therefore adds early cases to the usual number of cancers being diagnosed without screening. But the temporary bump in incidence should come down after a few years. With some cancers, however, incidence remains increased once widespread screening is established. This has occurred with both prostate and breast cancer. It is as if screening causes more cancers. How could this be?

Some cancers are so slow-growing, and some even regress, that they do not cause any trouble for the patient. If such cancers are found through screening, they are called pseudodiseases; the process leading to their detection is called overdiagnosis because finding them does not help the patient. Discovery of such cancers can cause the apparent increase in cancer incidence. Overdiagnosis is an extreme example of length-time bias (Figure 9.8). The lesions found have such a good prognosis that they would never become evident without screening technology.

### Example

Neuroblastoma, a tumor of neural tissue near the kidney, is the second most common tumor occurring in children. Prognosis depends on the stage of the disease and is better when the tumor is diagnosed during infancy. Treatment involves surgery and chemotherapy. A simple urine test for catecholamine metabolites can be used to screen for the tumor. Japanese studies showed improved survival rates after screening. But lead-time and a historical control group could have biased the results. Also, there was no population-based registry of childhood cancers in Japan to ensure ascertainment of all neuroblastoma cases. Finally, at least some cases of neuroblastosom regress without treatment, which reduces the possibility of overdiagnosis.

Two population-based studies were therefore undertaken in Germany (16) and Quebec, (17) in which screening was offered for all infants in certain areas, while infants in other areas were not screened and acted as concurrent controls. In both studies, existing tumor registries were used to track all cases of and deaths due to neuroblastomas. In both studies, mortality rates from neuroblastomas over the subsequent five years were equivalent in the screened groups and the unscreened groups. However, the incidence of neuroblastomas during the screened group in both studies. It appeared that the screening test primarily detected tumors with a favorable prognosis, many of which would have regressed if un-detected. Meanwhile, highly invasive diseases were often missed. Investigators of both studies concluded that screening infants for neuroblastomas leads to overdiagnosis but does not reduce mortality from neuroblastoma.
There is evidence that at least some overdiagnosis occurs in screening for other cancers as well. For example, prostate, breast, cervical, and lung cancer. As genetic research uncovers the development of cancer, it appears that a significant number of cancers are caused by genetic changes in cancerous cells. At each step, only some cancers go on to the next stage of carcinogenesis. It is likely that the screening process is an early stage where lesions in the breast can be picked up by newer screening tests. Mammography is a particularly difficult issue because such lesions cannot always be distinguished from lesions destined to develop into invasive cancer, which is the reason for the screening. The challenge is to differentiate between lesions, lesions that will go on to cause morbidity and mortality from those that will lie dormant throughout life. So far, screening technology is not able to do this. To determine if and what degree of screening occurs, it is necessary to determine disease-specific mortality rates (not survival rates) and to compare these with a screened group with a similar unscreened group.

**Effectiveness of Treatment**

"Treatments" in primary prevention are immunizations, vaccines, and behavioral counseling. Whatever the intervention, it should be efficacious (able to produce a beneficial result in ideal situations) and effective (able to produce a beneficial result under usual conditions, taking into account patient compliance). Because interventions for primary prevention are usually given to large numbers of healthy people, they also must be very safe.

Expert groups also consider cost when making recommendations that affect large segments of the population. Cost-effectiveness analysis formalizes this approach for policy makers, estimating all costs related to disease occurrence that might be saved as well as prevention costs.

**Example**

Influenza vaccination is the leading behavior cause of death. Vaccination programs are effective in preventing the disease. The benefits of vaccination programs are usually measured in terms of the number of cases of influenza prevented. The EPI - Expanded Programme on Immunization (EPI) in the WHO has a goal to increase the proportion of children who receive two doses of the vaccine in the first 2 years of life to 80% by the year 2000. The EPI has set a goal of preventing 12,000 cases of meningitis, which costs $200 per year for each child. The total cost of the program is $2 million per year, giving a cost-effectiveness ratio of $1 per child.
Efficacy and effectiveness are usually better documented for pharmaceuticals than they are for behavioral counseling. Federal laws require rigorous evidence of efficacy before pharmaceuticals are approved for use. However, the same is not true for behavioral counseling methods. Nevertheless, clinicians should require scientific evidence before incorporating smoking cessation into health maintenance. Health behaviors are among the most important determinants of health in modern society; effective counseling methods could promote health more than most anything else a clinician can do, but counseling that does not work wastes time, costs money, and may harm patients.

Smoking kills approximately 450,000 Americans each year. But, what is the evidence that advising patients to quit smoking gets them to stop? Are some approaches better than others? The questions were addressed by a panel that reviewed all studies done on smoking cessation, focusing on randomized trials. They found 43 trials that assessed levels of counseling time and found a dose-response—the more contact time the better the effectiveness rate (Figure 5.9). In the panel's final report, there was no effect of acupuncture, inhaled nicotine, or betablockers. By carefully evaluating behavioral counseling, with and without different drugs, analyses such as this are determining what approaches actually help patients stop smoking.

Treatments for secondary prevention are generally the same as treatments for primary diseases. Like interventions for symptomatic disease, they should be both efficacious and effective. In addition, it is
important to establish that treatment of early disease is superior to treatment of disease when it would be diagnosed in the usual course of events, when a patient seeks medical care for symptoms. If outcome in the two situations is the same, screening is not necessary.

**Example**

Long cancer is the leading cause of cancer-related death in the United States. Why, then, does no major professional medical group recommend screening for the disease? Several randomized trials begun in the 1970s and 1980s did not find screening protective. In one study of the use of chest x-rays and mammography to screen for lung cancer, male cigarette smokers who were screened every 4 years and treated promptly when cancer was found did not live longer than those not offered screening and treated only when they presented with symptoms. Twenty years later, death rates from lung cancer were the same in the two groups—4.4 per 1,000 person-years in men who received screening, 4.5 per 1,000 person-years in the screened group. The difference was not statistically significant. (20) Early detection and treatment did not help patients with lung cancer more than treatment of people at the time they presented with symptoms. More modern screening techniques, particularly low-dose computed tomography, are being assessed with randomized controlled trials to determine whether use will lower lung cancer mortality. (21)

**Current Recommendations**

With progress in the science of prevention, current recommendations on health maintenance are quite different from those of the past. Several groups have recommended abandoning routine annual checkups in favor of a selective approach in which the tests to be done depend on a person’s age, sex, and clinical characteristics (thereby increasing prevalence and positive predictive value). They also have turned their attention to the selection process for deciding what medical conditions should be sought. There is increasing concern for clear delineation of the criteria that tests should meet before they are incorporated into periodic health examinations. Groups with explicit criteria for selecting medical conditions are more conservative in their recommendations than groups without such criteria.

Because it is becoming clear that prevention has both good and harmful effects, and that different people might judge the balance differently, several groups making recommendations on clinical preventive care call for shared decision making between the patient and clinician. Before undertaking a health promotion procedure on a patient, especially when the procedure is controversial among expert groups, the clinician should discuss the pros (probability of known and hoped-for health benefits) and cons (probability of unintended effects) of the procedure with the patient. This must be done in ways that the patient can understand (see Risk Communication in Chapter 6).

**Example**

Women want information about breast cancer screening from their physicians. For an individual woman to make an informed decision about screening mammography, or just to better understand the recommendation her doctor gives, it is useful to demonstrate her risk of breast cancer as well as the benefits and possible harms resulting from screening. Figure 9-10 shows the risk of breast cancer for women ages 40 to 60 and the chances of experiencing a false-positive mammogram and a biopsy, breast cancer mortality with and without mammography screening, and of being diagnosed with ductal carcinoma in situ (a pre-invasive lesion that some investigators believe is associated with overdiagnosis). All the risks are shown in absolute terms (here often per 1,000 women over 10 years) so that the woman can have an idea of the likelihood of each outcome. (22) Such an approach not only is more honest with the patient but also helps clarify the situation for her so that her consent for whatever is chosen is truly informed.
FIGURE 9.10 — Type of information average-risk women should have when participating in shared decision making about screening mammography. Choices among 1,000 women who undergo annual screening mammography for 10 years: (A) of experiencing a false-positive mammogram, undergoing a breast biopsy, and developing breast cancer, and (B) being ruled out of breast cancer regardless of screening, being diagnosed with noninvasive breast ductal carcinoma in situ because of screening, and avoiding death from breast cancer because of screening mammography. (Reprinted from Fletcher SW, Ettore JG. Mammographic screening for breast cancer. N Engl J Med 2008;358:1672–1680.)
9.1. Calculate the relative risk reduction of colorectal mortality in the screened group. How many patients would you need to screen over the next 15 years to prevent one death from colorectal cancer?

In a randomized controlled trial of screening chest x-rays and sigmoidoscopy for lung cancer, approximately 9,000 men were randomly assigned to screening or a control group. (20) After 25 years, the lung cancer mortality was the same in both groups (4.4/1,000 person-years in the screened group and 3.9/1,000 person-years in the control group). However, the median survival for early stage disease was 16 years in the screened group and only 5 years in the control group. Also, screening found more lung cancer—296 cancers were diagnosed in the screened group and 160 in the control group.

9.2. What are two possible biases that explain why these confusing results can occur in screening studies? How could they have happened in this study?

9.3. When assessing a new vaccine, state at least two questions for which you want answers before advising your patients.

9.4. What are the characteristics of a good screening test?
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Learning from clinical experience, whether during formal research or in the course of patient care, is impeded by two processes: bias and chance. As discussed in Chapter 1, bias is systematic error, the result of any process that causes observations to differ systematically from the true values. In clinical research, a great deal of effort is aimed at avoiding bias whenever possible and controlling for and estimating its effects when bias is unavoidable.

On the other hand, random error, resulting from the play of chance, is ubiquitous in all observations. It can be minimized but never avoided altogether. This source of error is called "random," because on average it is as likely to result in observed values being on one side of the true value as on the other. Many clinicians tend to underestimate the importance of chance relative to bias when interpreting data. One might say, in essence, "If the statistical conclusion is strong, a little bit of bias can't do much harm." However, when data are biased, no amount of statistical elegance can save the day. As one scholar put it, perhaps taking an extreme position, "A well designed, carefully executed study usually gives results that are obvious without a formal analysis and if there are substantial flaws in design or execution a formal analysis will not help." (1)

In this chapter, chance is discussed in the context of a controlled clinical trial because it is a simple way
of presenting the concepts. However, statistics are an element of all clinical research, whenever one makes inferences about populations based on information obtained from samples. Observations of samples, whether they are simple descriptors or comparisons, cannot be expected to represent the true situation exactly because of random variation. Statistical tests help estimate how well the observations approximate the true situation. Why not make measurements directly on the population and do away with this uncertainty? Research must ordinarily be conducted on a sample of patients and not all patients with the condition under study. As a result, there is always a possibility that the particular sample of patients in a study, even though selected in an unbiased way, might not be similar to the population of patients as a whole.

**TWO APPROACHES TO CHANGE**

Two general approaches are used to assess the role of chance in clinical observations. The first, called hypothesis testing, asks whether an effect (difference) is present or is due by using statistical tests to examine the hypothesis (the "null hypothesis"), that there is no difference. This is the traditional way of assessing the role of chance and is associated with the familiar "p" values. It has been popular since statistical testing was introduced at the beginning of the 20th century. The other approach, called estimation, uses statistical methods to estimate the range of values that is likely to include the true value. This approach has gained popularity recently and is now favored by most medical journals for reasons described below.

Bayes' theorem was introduced in Chapter 3 as the conceptual basis for the modern interpretation of diagnostic tests. Bayesian reasoning is also a way of understanding the role of chance in other kinds of clinical research. Bayes' theorem will be mentioned again at the end of this chapter.

**HYPOTHESIS TESTING**

In the usual situation, the principal conclusions of a trial are expressed in dichotomous terms, such as a new treatment being better or not better than usual care, and the results are either "statistically significant" (unlikely to be purely by chance) or are not. There are four ways in which the statistical conclusions might relate to reality (Figure 10.1).

Two of the four possibilities lead to correct conclusions: (1) the new treatment really is better and that is the conclusion of the study; and (2) the treatments really have similar effects and the study concludes that a difference is unlikely.

**False-Positive and False-Negative**

**Statistical Results**

There are also two ways of being wrong. The new treatment and usual care may actually have similar effects, but it is concluded that the new treatment is more effective. Error of this kind, ventilating in a "false-positive" conclusion that the treatment is effective, is referred to as a Type I error or a \( \alpha \) error—the probability of saying that there is a difference in treatment effects when there is not. On the other hand, the new treatment might be more effective, but the study concludes that it is not. This "false-negative" conclusion is called a Type II error or \( \beta \) error—the probability of saying that there is no

![Figure 10.1](image-url)
**Difference in treatment effect when there is. "No difference" is a simplified way of saying that the true difference is unlikely to be larger than a certain size, which is considered too small to be of practical consequence. It is not possible to establish that there is no difference at all between two treatments.**

Figure 10.1 is similar to the two-by-two table comparing the results of a diagnostic test to the true diagnosis (see Chapter 3). Here, the "true" is the conclusion of clinical trials based on a statistical test of results from a sample of patients. Reality is the true difference in the treatments being compared; if it could be established, for example, by making observations on all patients with the illness or a large number of samples of these patients. **Type I error** is analogous to a false-positive and Type II error to a false-negative test result. In the absence of bias, random variation is responsible for the uncertainty of a statistical conclusion.

Because random variation plays a part in all observations, it is an oversimplification to ask whether chance is responsible for the results. Rather, it is a question of how likely random variation is to account for the findings under the particular conditions of the study. The probability of error due to random variation is estimated by means of inferential statistics, a quantitative science that, given certain assumptions about the mathematical properties of the data, is the basis for calculations of the probability that the results could have occurred by chance alone.

Specifically, it is a specialized field with its own jargon, such as null hypothesis, variance, regression, power, and quite unfamiliar to many clinicians. However, leaving aside the genuine complexity of statistical methods, inferential statistics should be regarded by the nonexpert as a useful means to an end. **Statistical testing**, as means by which the effects of random variation are estimated.

The next two sections discuss Type I and Type II errors and attempt to place hypothesis testing in context. However, no attempt is made to deal with these subjects in a rigorous, quantitative fashion. For this reason, readers should consult any of a number of excellent textbooks on biostatistics.

**Concluding That a Treatment Works**

Most statistics encountered in the medical literature concern the likelihood of a Type I error and are expressed by the familiar P value. The P value is a quantitative estimate of the probability that differences in treatment effects in the particular study at hand could have happened by chance alone, assuming that there is in fact no difference between the groups. Another way of expressing this is that P is an answer to the question: "If there were no difference between treatments and the trial was repeated many times, what proportion of the trials would conclude that the difference between the two treatments was at least as big as that found in the study?"

In this presentation, P value is called Pobs to distinguish it from estimates of the other kind of error due to random variation, Type II error, which will be referred to as Pα. When a simple P is found in the scientific literature, it usually refers to Pα.

The kind of error estimated by Pobs applies when one concludes that one treatment is more effective than another. If it is concluded that the Pobs exceeds some limit (see below) and there is no statistical difference between treatments, then the particular value of Pα is not as relevant; in that situation, Pα (probability of Type II error) applies.

**Dichotomous and Exact P Values**

It has become customary to attach special significance to P values falling below 0.05 (1 in 20 because it is generally agreed that a chance less than 1 in 20 is a small enough risk of being wrong. A chance of 1 in 20 is so small, in fact, that it is reasonable to conclude that such an occurrence is unlikely to have arisen by chance alone. It could have arisen by chance, and there is a chance of 1 in 20 times that it will. But it is unlikely.

Differences associated with Pobs less than 0.05 are statistically significant. However, setting a cutoff point at 0.05 is entirely arbitrary. Reasonable people might accept higher values or trust in lower ones, depending on the consequences of a false-negative conclusion in a given situation. For example, one might be willing to accept a slight chance of a false-negative statistical test if the disease is severe, there is no currently effective treatment, and the new treatment is safe. On the other hand, one might be reluctant to accept a false-positive test if usual care is effective and the new treatment is dangerous. This reasoning is similar to that applied to the importance of false-positive and false-negative diagnostic tests (Chapter 3).
To accommodate various opinions about what is and is not unlikely enough, some researchers report the exact probabilities of P (e.g., 3.03, 0.07, 0.11, etc.), rather than lumping them into just two cate-
gories (≤ 0.05 or > 0.05). Users are then free to apply their own preference for what is statistically significant. However, P values greater than 1 in 5 are usually reported as simply P > 0.20, because nearly everyone can agree that a probability of a Type I error greater than 1 in 5 is unacceptably high. Simi-
larly, below very low P values (such as p < 0.001) chance is a very unlikely explanation for an observed, difference, and little further information is conveyed by describing this chance more precisely.

**Statistical Significance and Clinical Importance**

A statistically significant difference, no matter how small the P, does not mean that the difference is clinically important. A P value of < 0.0001, if it emerge from a well-designed study, conveys a high degree of confidence that a difference really exists but says nothing about the magnitude of that difference or its clinical importance. In fact, trivial differ-
ences may be highly statistically significant if a large enough number of patients were studied.

**Example**

The drug donepezil, a cholinesterase inhibitor, was developed for the treatment of Alzheimer’s disease. In a randomized controlled trial to establish whether the drug produced worthwhile improvements, 565 patients with Alzheimer’s disease were randomly allocated to donepezil or placebo. The statistical significance of some end points was impressive. Both the mini-mental state exami-
nation (MMSE) and the Global Activities of Daily Living Scale (GADLS) were statistically different at P < 0.0001. However, the actual differences were small: 0.8 on a 30-
point scale for the MMSE and 1 on a −10 point scale for the GADLS. Moreover, other symptoms, which more closely represented the burden of illness, and care of these patients, were similar in the donepezil and placebo
groups. These included entering institutional care and progression of disability (both primary end points) as well as behavioral and psychopathological symptoms, caregiver psychopathology, formal care costs, unpaid caregiver time, and social unit needs. The authors concluded that the benefits of donepezil were “below minimally relevant thresholds” and that “more effective treatments . . . are needed for Alzheimer’s disease.”

On the other hand, very unimpressive P values can result from studies showing strong treatment effects if there are few patients in the study.

**Statistical Tests**

Statistical tests are used to estimate the probability of a Type I error. The tests are applied to the data to give a test statistic, which in turn can be used to come up with a probability of error (Figure 10.2). The tests are of the null hypothesis, the proposi-
tion that there is no true difference in outcome between treatment groups. This device is far math-
ematical reason, not because “no difference” is the working scientific hypothesis of the investigators conducting the study. One ends up rejecting the null hypothesis (concluding there is a difference) or failing to reject it (concluding that there is insuffi-
cient evidence in support of a difference). Note that not finding statistical significance is not the same as there being no difference. Statistical testing is not able to establish that there is no difference at all.

Some commonly used statistical tests are listed in Table 10.1. The validity of each test depends on cer-
tain assumptions about the data; a typical assump-
tion is that the data have a normal distribution. If the data do not satisfy these assumptions, the result-
ing P value may be misleading. A discussion of how these statistical tests are derived and calculated and of the assumptions on which they rest can be found in any biostatistics textbook.

![Figure 10.2: Statistical testing.](image-url)
TABLE 10.1 Some Statistical Tests Commonly Used in Clinical Research

To test the statistical significance of a difference

- Chi square ($\chi^2$)
  - Between two or more proportions (when there is a large number of observations)

- Fisher's exact
  - Between two proportions (when there is a small number of observations)

- Mann-Whitney U
  - Between two medians

- Student t
  - Between two means

- T test
  - Between two or more means

To describe the extent of association

- Regression coefficient
  - Between an independent (predictor) variable and a dependent (outcome) variable

- Pearson's r
  - Between two variables

To model the effects of multiple variables

- Logistic regression
  - On a dichotomous outcome

- Cox proportional hazards
  - On a time-to-event outcome

---

**Example**

The chi square ($\chi^2$) test for nominal data (counts) is more widely understood than men and can be used to illustrate how statistical testing works. Consider the following data from a randomized trial of two ways of initiating anticoagulation with heparin: a weight-based dosing nomogram and standard care. (3) The outcome was a partial thromboplastin time (PTT) exceeding the therapeutic threshold within 24 hours of beginning anticoagulation. In the nomogram group, 66 of 62 (97%) did so; in the standard care group, 37 of 48 (77%).

**Observed Rates**

<table>
<thead>
<tr>
<th>PTT Exceeding Threshold</th>
<th>Yes</th>
<th>No</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nomogram</td>
<td>60</td>
<td>2</td>
<td>62</td>
</tr>
<tr>
<td>Standard care</td>
<td>37</td>
<td>11</td>
<td>48</td>
</tr>
<tr>
<td>Total</td>
<td>97</td>
<td>13</td>
<td>110</td>
</tr>
</tbody>
</table>

How likely would it be a study of this size to observe a difference in rates as great as this or greater if there was in fact no difference in effectiveness? This depends on how far the observed results deviate from what might have been expected if the treatments were of similar effectiveness and only random variation in the samples studied caused them to differ. If treatment had no effect on outcome, applying the success rate for the patients as a whole (97/110 = 88%) to the number of patients in each treatment group gives the expected number of successes in each group:

<table>
<thead>
<tr>
<th>Expected Successes</th>
<th>Nomogram</th>
<th>Standard Care</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>55</td>
<td>42</td>
<td>97</td>
</tr>
<tr>
<td>No</td>
<td>7</td>
<td>6</td>
<td>13</td>
</tr>
<tr>
<td>Total</td>
<td>62</td>
<td>48</td>
<td>110</td>
</tr>
</tbody>
</table>

The $\chi^2$ statistic, which quantifies the difference between the observed and expected numbers, is the sum for all four cells:

$$\chi^2 = \sum \frac{(\text{Observed number} - \text{Expected number})^2}{\text{Expected number}}$$

The magnitude of the $\chi^2$ statistic is determined by how different all of the observed numbers are from what would be expected if there were no treatment effect. Because they are squared, it does not matter whether the observed rates exceed or fall short of the expected. By squaring the observed difference in each cell by the expected number, the difference for that cell is adjusted for the number of patients in that cell.

The $\chi^2$ statistic for these data is:

$$\chi^2 = \frac{(60 - 55)^2}{55} + \frac{(2 - 7)^2}{7} + \frac{(37 - 42)^2}{42} + \frac{(11 - 6)^2}{6} = 8.79$$

This $\chi^2$ is then compared to a table relating $\chi^2$ values to probabilities (available in books and computer programs) for that number of cells, to obtain the probability of a $\chi^2$ as large or larger. It is intuitively obvious that the larger the $\chi^2$, the less likely chance is to account for the observed differences. The result in this case is $P = 0.004$, which is the probability of a false-positive conclusion that the treatments had different effects.

**Concluding That a Treatment Does Not Work**

Some trials are unable to conclude that one treatment is better than the other. The risk of a false-negative result is particularly large in studies with relatively few patients. The question then arises, how likely is the result to have arisen by chance alone? Could the
findings of such trials have misrepresented the truth because these particular studies had the bad luck to turn out in relatively unlikely ways? Specifically, how likely is a false-negative result (Type II or \( \beta \) error)?

**EXAMPLE**

Does vitamin E supplementation reduce the risk of coronary heart disease? The HOPE study investigators randomized 9541 people at increased risk for cardiovascular disease to vitamin E supplementation or a matching placebo. There were 1381 primary outcome events (a composite of myocardial infarction, stroke, and death from cardiovascular causes). Of these, 162 percent occurred in patients assigned to vitamin E and 15.5 percent in those assigned to the placebo (relative risk 1.03). Adverse outcomes were more common in the vitamin E group, making the hypothesis that vitamin E was protective implausible. But how likely was this study to have missed a protective effect by chance when it was really present? The authors noted that the study was large enough to have a 90% chance of detecting a 10% relative reduction in risk for the primary outcome; alternatively, the study had a 10% chance of missing a difference this large or larger.

Some professionals prefer a more visual impression of whether effects are present or not. Figure 1.3 shows the survival curve from the HOPE study. Treated and control patients had survival curves throughout follow-up, making a protective effect of vitamin E unlikely.

Type II errors have received less attention than Type I errors for several reasons. They are more difficult to calculate. Also, most professionals simply prefer things that work and consider negative results unwelcome. Authors are less likely to submit negative studies to journals and when negative studies are reported at all, the authors may prefer to emphasize subgroups of patients in which treatment differences are found, even when the differences are not statistically significant. Authors may also emphasize reasons other than chance to explain why true differences might have been missed. Whatever the reason, for not considering the probability of a Type II error, it is the main question that should be asked when the results of a study indicate no difference.

The probability that a trial will find a statistically significant difference when a difference really exists is called the statistical power of the trial. In the example above, the statistical power was 98% for a 13% relative reduction in risk. Power and \( \beta \) are complementary ways of expressing the same concept.

**Statistical power = 1 - \( \beta \).**

Power is analogous to the sensitivity of a diagnostic test. One speaks of a study being powerful when it has a high probability of detecting differences when treatments really have different effects.

**POINT ESTIMATES AND CONFIDENCE INTERVALS**

The effect size that is observed in a particular study (such as treatment effect in a clinical trial or relative risk in a cohort study) is called the point estimate of the effect. It is the best estimate from the study of the true effect size and is the summary statistic usually given as the most important in reports of research. However, the true effect size is unlikely to be exactly that observed in the study. Because of ran-
Confidence intervals contain the same information as statistical significance. If the value corresponding to no effect, that is, a relative risk of 1 or a percent difference of 0, falls outside the 95% confidence intervals for the observed effect, the results are statistically significant at the 0.05 level. If the confidence intervals include this point, the results are not statistically significant.

Confidence intervals have advantages over P values. They put the statistic where it belongs, on the size of the effect. Confidence intervals help the reader to see the range of plausible values and so to decide whether an effect size they regard as clinically meaningful is consistent with or ruled out by the data. (6) They also provide information about statistical power; if the confidence interval is relatively wide and barely includes the value corresponding to no effect, readers can see that low power might have been the cause of the negative result. In the HOPE study described in the preced-
Effect Size
Sample size depends on the magnitude of the difference to be detected. One is free to look for differences of any magnitude, and of course, the hoped for is to be able to detect even small differences. But once patients are needed to detect small differences, everything the being equal. So, it is best to ask only what is a sufficient number of patients to detect the smallest degree of improvement that would be clinically meaningful. On the other hand, if one is interested in detecting only very large differences between treated and control groups (that is, strong treatment effects) few patients need to be studied.

Type I Error
Sample size is also related to the risk of a Type I error (concluding that treatment is effective when it is not). The acceptable probability for a risk of this kind is a value judgment; the risk could be as large as 1 or as small as 0. If one is prepared to accept the consequences of a large chance of falsely concluding that the treatment is effective, one can reach conclusions with relatively few patients. On the other hand, if one wants to take only a small risk of being wrong in this way, a larger number of patients will be required. As discussed earlier, it is customary to set α at 0.05 (1 in 20) or sometimes 0.01 (1 in 100).

Type II Error
The chosen risk of a Type II error is another determination of sample size. An acceptable probability of this error is also a judgment that can be freely made and changed to suit individual tastes. Probability of b is often set at 0.20; a 20% chance of missing true differences in a particular study. Conventional Type II errors are much larger than Type I errors, reflecting a higher value usually placed on being sure an effect is really present when it is said to be.

Characteristics of the Data
The statistical power of a study is also determined by the nature of the data. When the outcome is expressed by counts or proportions of events or time-to-event, its statistical power depends on the rate of events; the larger the number of events, the greater the statistical power for a given number of people at risk. As Peto et al, put it.

In clinical trials of time to death (or of the time to some other particular "event"—relapse, remission, first thrombosis, stroke, recurrence, or time to death from a particular
(value), the ability of the trial to distinguish between the merits of two treatments depends on how many patients die (or suffer a relevant event). rather than on the number of patients entered A study of 100 patients, 50 of whom die, is about as sensitive as a study with 1,000 patients, 50 of whom die. (10)

If the data are continuous, such as blood pressure or weight cholesterol, power is affected by the degree to which patients vary among themselves. The greater the variation from patient to patient with respect to the characteristic being measured, the more difficult it is to be confident that the observed differences (or lack of difference) between groups is not because of this variation, rather than a true treatment effect. In other words, the larger the variation among patients, the more the statistical power.

In designing a study, investigators choose the smallest treatment effect that is clinically important (larger treatment effects will be easier to detect) and the Type I and Type II error they are willing to accept. They also obtain estimates of the data (outcome event rate or variance among patients). It is possible to design studies that maximize power for a given sample size, such as by choosing patients with a high event rate or similar characteristics—As long as they match the research question.

Interrelationships

The relationship among the four variables that together determine statistical power are summarized in Table 10.2. The variables can be used off against one another. In general, for any given number of patients in the study, there is a trade-off between Type I and Type II errors. Everything else being equal, the more one is willing to accept one kind of error, the less will be necessary to risk the other. Neither kind of error is inherently worse than the other.

Sample Size Depends on the Context

The consequences of accepting erroneous information depend on the clinical situation. When a better treatment is badly needed, such as when the disease is very dangerous and no satisfactory alternative treatment is available, and the proposed treatment is not dangerous, it would be reasonable to accept a relatively high risk of concluding a new treatment is effective when it really is not (large Type I error) to minimize the possibility of missing a valuable treatment (small Type II error). On the other hand, if the disease is less serious, alternative treatments are available, or the new treatment is expensive or dangerous, one might want to minimize the risk of accepting the new treatment when it is not really effective (low Type I error), even at the expense of a relatively large chance of missing an effective treatment (large Type II error). It is of course possible to reduce both Type I and Type II errors if the number of patients is increased, outcome events are more frequent, variability is decreased, or a larger treatment effect is sought.

For conventional levels of $\alpha$ and $\beta$, the relationship between the size of treatment effect and the number of patients needed for a trial is illustrated by the following example. One reinterprets a situation in which a relatively small number of patients was sufficient, and the other is one in which a very large number of patients was too small.

**EXAMPLE**

A small sample size that was adequate

Case seems to suggest that the nonsteroidal anti-inflammatory drug ibuprofen is worse against osteoarthritis. This possibility was tested in a randomized trial in which a total of 22 patients with typical osteoarthritis polyarthralgia (an inflamed condition in which patients develop hundreds of creaking

<table>
<thead>
<tr>
<th>TABLE 10.2: Determinants of Sample Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Determined by</td>
</tr>
<tr>
<td>Investigator</td>
</tr>
<tr>
<td>$rac{\alpha}{\beta}$ and $\frac{\beta}{1 - \beta}$</td>
</tr>
</tbody>
</table>

Where $n$ = number of patients studied; $\Delta$ = size of difference in outcome between groups; $P_1$ = probability of an $\alpha$ (Type I) error (i.e., false-positive result); $P_2$ = probability of a $\beta$ (Type II) error (i.e., false-negative result); $\nu_\text{var}$ = variability of outcomes (for internal data); and $p$ = proportion of patients experiencing outcome of interest (for nominal data).
A large sample size that was inadequate

The Physicians' Health Study was a randomized controlled trial seeking to determine whether low-dose aspirin decreased cardiovascular mortality. Another aspect of the trial was to study the effect of aspirin on the incidence of cancer. There were 22,071 participants, all of whom were physicians. The aspirin part of the trial was terminated earlier than planned, after an average follow-up of 6 months, in part because "no effect of aspirin on cardiovascular mortality could be detected in the trial [but at least another 12 years] because of the exceptionally low cardiovascular death rate among participating physicians." Also, at the time the trial was stopped the effect size was small, relative risk reduction in the aspirin group was non-trivial, making a statistically significant effect even more difficult to detect if present. The study was therefore inconclusive on the main research question (effect of cardio-
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**FIGURE 10.5** The number of people required in each of two treatment groups (of equal size), for various rates of outcome events in the untreated group, to have an 80% chance of detecting a difference in outcomes (10). (C) 1986 The American Heart Association. All rights reserved.)
fewer than 100 patients have a rather poor chance of detecting statistically significant differences of even large treatment effects. Looked at another way, it is difficult to detect effect sizes of less than 25%. In practice, statistical power can be estimated by means of readily available formulas, tables, monographs, or computer programs.

**Sample Size Based on Confidence Intervals**

Confidence intervals can also be used to plan sample size. For example, one might want to plan a study of a diagnostic test performance or complication rate on the belief that a certain degree of statistical precision is necessary. One can then calculate the number of patients needed to produce confidence intervals of that width, based on assumptions about what the sensitivity or complication rate is likely to be.

**Statistical Power After the Study Is Completed**

Calculation of statistical power based on the hypothesis-testing approach is done before a study is undertaken to ensure that enough patients will be entered to have a good chance of detecting a clinically meaningful effect if it is present. However, after the study is completed, this approach is less relevant. (13) There is no longer need to estimate effect size, outcome event rates, and variability among patients because they are known. Rather, attention should be directed to point estimates and confidence intervals. With them, one can see the range of values that are consistent with the results and whether the effect sizes of interest are within this range or are ruled out by the data.

**EQUIVALENCE TRIALS**

Some trials are intended to establish that two treatments have similar effects. This might be useful, for example, if a new treatment is safer, simpler, or cheaper than the current one. If the primary effects were similar, the new treatment would be better, all things considered.

No trial can establish that the effects of two treatments ate the same. However, trials can establish that differences in effects are no greater than a specified size, below which the differences are not clinically important. A trial has established "equivalence" to the extent that its confidence interval for the difference in treatment effects excludes a clinically important effect. Such trials must have a good chance of detecting this relatively small effect size and are likely to be longer than those that set out to establish a difference in effects. These trials require special care because many of the potential problems such as crossover, dropout, vasoconstriction, and misclassification of outcomes will tend to bias the results toward finding no difference.

**EXAMPLE**

In India, amniocentesis has been used for noninvasive pregnancy in young, healthy women. The usual duration of treatment was 2 days, but some evidence suggested that 5 days might be as effective. To test this possibility, 2,188 children aged 2 to 20 months with noninvasive amniocentesis were randomly assigned to 5 or 6 days of treatment with amoxicillin. (14) Clinical cure rates at 5 and 6 days of treatment were 89.5% and 89.8%, respectively. The difference was a 0.4 percentage point, and the 95% confidence interval for the difference was 0.1 to 0.7. In other words, effectiveness of both treatments was within a narrow range, and the two could be used to be at inter-test purposes, "equivalent." This trial provides a sound basis for advising the cost and efficacy associated with a longer course of treatment without fear that short-term treatment is inferior.

**DETECTING RARE EVENTS**

It is sometimes important to know how likely a study is to detect a relatively uncommon event (for example, 1/1,000,000). If this event is severe, such as aplastic anemia or life-threatening arrhythmia. A great many people must be observed in order to have a good chance of detecting even one such event, much less to develop a relatively stable estimate of its frequency. For most clinical research, sample size is planned to be sufficient to detect major events, such as the answer sought for the primary research question. Sample size is likely to be well short of the number needed to detect rare events such as uncommon side effects or complications. For these, a different approach, involving many more patients, is needed. An example is postmarketing surveillance of a drug, to which thousands of users are monitored for side effects.

Figure 16.6 shows the probability of detecting an event as a function of the number of people under observation. A rule of thumb is as follows: To have a good chance of detecting a 1/10 event, one must observe 30 people. (15) For example, to detect at least one event if the underlying rate is 1/1,000, one would need to observe 3,000 people.
MULTIPLE COMPARISONS

The statistical conclusions of research have an aura of authority that defies challenge, particularly by non-experts. But as many skeptics have suspected, it is possible to "lie with statistics" even if the research is well designed, the mathematics flawless, and the investigators' intentions beyond reproach.

Statistical conclusions can be misleading because the strength of statistical tests depends on the number of research questions considered in the study and when those questions were asked. If many comparisons are made among the variables in a large set of data, the P value associated with each individual comparison is an underestimate of how frequently the result of that comparison, among the others, is likely to arise by chance. As implausible as it might seem, the interpretation of the P value from a single statistical test depends on the context in which it is done.

To understand how this might happen, consider the following example:

EXAMPLE

Suppose a large study has been done in which there are multiple subgroups of patients and many different outcomes. For instance, it might be a clinical trial of the use of a treatment for coronary artery disease for which patients are in 12 clinically meaningful subgroups (e.g., 1-, 2-, and 3-vessel disease; good and bad ventricular function; the presence or absence of atrial fibrillation; and various combinations of these), and four outcomes are considered (e.g., death, myocardial infarction, heart failure, and angina). In this example, we do not take into account combinations of these characteristics. Suppose also that there are no true associations between treatment and outcomes in any of the subgroups and for any of the outcomes. Finally, suppose that the effects of treatment are assessed separately for each subgroup and for each outcome—a process that involves a great many comparisons, in this case 12 subgroups multiplied by 4 outcomes = 48 comparisons. With 48 P values in 20 of these comparisons is likely to be statistically significant by chance alone. In the general case, if 120 comparisons are made, on average, one would be found to be statistically significant. If 100 comparisons are made, about two would be likely to emerge as significant, and so on. Thus, when great many comparisons have been made, a few will be found that are unusual enough, because of random variation, to reach statistical significance even if no true associations between variables existed intrinsically. The more comparisons that are made, the more likely that one or more will be found to be statistically significant. As the saying goes, "If you torture the data long enough, they will confess.'

This phenomenon is referred to as the multiple comparisons problem. Because of this problem, the strength of evidence from clinical research depends on how carefully its questions were at the outset.

Unfortunately, when the results of research are presented, it is not always possible to know how many comparisons were made. Sometimes, interesting findings have been selected from a larger number of uninteresting ones that are not mentioned. This process of deciding what is and is not important about a mass of data after the fact can introduce considerable distortion of reality. Table 10.3 summarizes how this misleading situation arises.

How can the statistical effects of multiple comparisons be taken into account when interpreting research? Although ways of adjusting P values have been proposed, probably the best advice is to be aware of the
**TABLE 10.3** A Common Trap in Which Multiple Comparisons Can Be Misleading

1. Make multiple comparisons within a study.
2. Apply levels of statistical significance to each comparison.
3. Find a few comparisons that are "interesting" (statistically significant).
4. Build an article around one of these interesting findings.
5. Do not mention the context in the article (how many comparisons were examined and which was considered prima inter pares before the data were examined).
6. Construct a post hoc argument for the plausibility of the isolated finding.

**SECONDARY ANALYSES**

Secondary analyses are once that were not the main reason for the study, or perhaps not planned at all, when the study was conceived. They may involve examination of subgroups, as described in the earlier sections, as well as various outcomes, in the following example:

**SUBGROUP ANALYSIS**

It is tempting to go beyond the main results of the study to examine results within subgroups of patients who have special characteristics or particular outcomes. Indeed, this is a responsible way to behave; it helps clinicians tailor their care as closely as possible to individual patients. Doing so, however, incurs some risks of being misled that are not present when examining the principal conclusions alone. These risks should be taken into account when interpreting information from subgroups.

One danger in examining subgroups is the increased chance of finding effects in a particular subgroup that are not present, in the long run, in nature, that is, a false-positive finding. This arises because of multiple comparisons as discussed above. A second danger is of a false-negative conclusion. Examining subgroups for example, defined by certain kinds of patients or specific kinds of outcome, involves a great reduction in the data available, so it is frequently impossible to come to firm conclusions. Nevertheless, the temptation to look is there, and some tentative information can be gleaned. Some guidelines for deciding whether a finding in a subgroup is real are summarized in Table 10.4.

**TABLE 10.4 Guidelines for Deciding Whether Apparent Differences in Effects Within Subgroups Are Real**

From the study itself:

- Is the magnitude of the observed difference clinically important?
- Was a hypothesis that the effect would be observed made before its discovery (or was justification for the effect argued for after it was found)?
- Is the result of a small number of hypotheses from other information:
  - Was the difference suggested by comparisons within rather than between studies?
  - Has the effect been observed in other studies?
- Is there indirect evidence that supports the existence of the effect?

One of the reasons the Physicians’ Health Study was stopped earlier than planned was because fewer myocardial infarctions occurred in the treated group than in the control group. The authors believed that the effect on myocardial infarction, although not the answer to a main study question at the outset, was real because it was biologically plausible, because it had been found in other studies, and because the chance of a false-positive conclusion was estimated to be very small (1 in 1,000). On the other hand, although the authors observed a small increase in risk of stroke in the treated group, they were unsure whether or not this effect was not because there were too few physicians having this endpoint. Thus, in a study that could not address the main research question, the authors interpreted the validity of findings for different outcomes (both positive and negative) in relation to the totality of information that might bear on the validity of these findings.

**DESCRIPTING ASSOCIATIONS**

Statistics are also used to describe the degree of association between variables, such as the relationship between body mass and blood pressure. Familiar expressions of association are Pearson’s product moment correlation (r) for interval data and Spearman’s rank correlation for ordinal data. Each of these statistics expresses in quantitative terms the extent to which the values of one variable are associated with the values of another. Each has a corresponding statistical test to assess whether the observed association is greater than might have been expected by chance alone.

**MULTIVARIABLE METHODS**

Most clinical phenomena are the result of many variables acting together in complex ways. For example, coronary heart disease is the joint result of lipid abnormalities, hypertension, cigarette smoking, family history, diabetes, exercise, inflammation, coagulopathy, and perhaps personality. It is appropriate to try to understand these relationships by first examining relatively simple arrangements of the data, such as stratified analyses that examine whether the effect of one variable is changed by the presence or absence of one or more other variables. It is relatively easy to understand the data when they are displayed in this way.

However, as pointed out in Chapter 7, it is usually not possible to account for more than a few variables using this method, because there are not enough patients with each combination of characteristics to allow stable estimates of rates. For example, if 120 patients were enrolled, 60 in each treatment group, and just one additional dichotomous variable was taken into account, there would only be, at most, about 15 patients in each subgroup; if patients were unevenly distributed among subgroups, there would be even fewer in some.

What is needed then, in addition to tables showing multiple subgroups, is a way of examining the effects of several variables at a time. This is accomplished by multivariable modeling—or developing a mathematical expression of the effects of many variables taken together. It is “multivariable” because it examines the effects of multiple variables simultaneously. It is “modeling” because it is a mathematical construct, calculated from the data based on assumptions about characteristics of the data (for example, that the variables are all normally distributed or all have the same variance).

Mathematical models are used in two general ways in clinical research:

1. To study the independent effect of one variable on outcome while taking into account the effects of other variables that might confound or modify this relationship.
2. To predict a clinical event by calculating the combined effect of several variables acting together.

The basic structure of a multivariable model is:

\[ \text{Outcome variable} = \text{constant} + (\beta_1 \times \text{variable}_1) + (\beta_2 \times \text{variable}_2) + \ldots \]

where \( \beta_1, \beta_2, \ldots \) are coefficients determined by the data and \( \text{variable}_1, \text{variable}_2, \ldots \) are the predictor variables that might be related to outcome. The best estimates of the coefficients are determined mathematically, based on assumptions about the distributions of the data, and are dependent upon the power of the calculating ability of modern computers.

Modeling involves several steps:

1. Identify and measure variables that might be related to the outcome of interest.
2. Reduce the number of variables to be considered in the model to a manageable number, usually no more than several. Often this is
done by selecting variables that, when taken one at a time, are more strongly related to the outcome. If a statistical criterion is used at this stage, it is usual to err on the side of including variables, e.g., by choosing all variables showing an association with the outcome of interest at a α-level of p < 0.10. Evidence for the biological importance of the variable is also considered in making the selection.

3. Some variables may be strongly related to one another. If so they might be excluded because both contain about the same information.

4. The remaining variables are entered in the model, with the strategy for the order in which they are used determined by the research question. For example, if some are to be controlled for in a causal analysis, they are entered in the model first, followed by the variable of primary interest. The model will then identify the independent effect of the main variable. On the other hand, if the investigator wants to make a prediction based on several variables, the variables can be entered in order of the strength of their association to the outcome variable, as determined by the model.

Modeling is not a regular feature of the medical literature. Some commonly used kinds of models are logistic regression (for dichotomous outcome variables such as those that occur in case-control studies) and Cox proportional hazards models (for time-to-event studies).

Multivariable modeling is an essential part of many clinical studies. There is no other way to adjust for or to include many variables at the same time. However, this advantage comes at a price. Models tend to be black boxes, and it is difficult to "get inside" them and understand how they work. This validity is based on assumptions about the data that may not be met. They are clumsy at recognizing different effects in different subgroups of patients. An exposure variable may be strongly related to outcome yet not appear in the model because it occurs rarely—and there is little direct information on the statistical power of the model for that variable. Finally, model results are easily affected by quirks in the data, the results of random variation in the characteristics of patients from sample to sample. It has been shown, for example, that a model frequently identified a different set of predictor variables and produced a different ordering of the same data set. (17) To protect against this possibility, there is a rule of thumb that there should be at least 10 outcome events for each predictor variable in the model.

For these reasons, the models themselves cannot be taken as a standard of validity and must be validated independently. Usually, this is done by observing whether or not the model predicts what is found in another, independent sample of patients (see Chapter 12). The results of the first model are considered a hypothesis that is to be tested by new data. If random variation is mainly responsible for the results of the first model, it is unlikely that the same random effects will occur in the validating data set. Other evidence for the validity of a model is its biological plausibility and its consistency with simpler, more transparent analyses of the data, such as stratified analyses.

**BAYESIAN REASONING**

At another level, different approaches to the information contributed by a study is based on Bayesian inference. We introduced this approach in Chapter 3 where we applied it to the specific case of diagnostic testing. Bayesian inference begins with prior belief about the answer to a research question, analogous to the prior probability of a diagnostic test which is based on everything known about the answer up to the point when new information was contributed by a study. Then, it asks how much the results of the new study change that belief.

Some impetus of Bayesian inference is compelling. Individual studies do not take place in an information vacuum; rather, they are in the context of all other information available at the time. Starting each study from the null hypothesis—that there is no effect—is a fiction because something is already known about the answer to the question before the study is even begun. Consequently, the extent to which results of individual studies change belief depends on their direction and magnitude, as well as their scientific strength. For example, if all preceding studies are positive and the next one is found to be positive, its effect is still unlikely. On the other hand, a weak prior belief might be reversed by a
single strong study. Finally, with this approach, it is not important whether a small number of hypothe-
ses are identified beforehand (or are multiple com-
parisons a problem). Rather, prior belief depends on
the plausibility of the assertion rather than whether
the assertion was established before or after the study
was begun.

While Bayesian inference is appealing, so far it
has been difficult to apply because of poorly devel-
oped ways of assigning numbers to prior belief
and to the information contributed by a study. An
exception is in diagnostic testing, in which "belief" is
prior probability and the new information is
expressed as a likelihood ratio. However, Bayesian
inference is the conceptual basis for qualitative
thinking about cause (see Chapter 11) as well as
for quantitative summaries of clinical trials (see
Chapter 12).

**REVIEW QUESTIONS**

Read the following and circle the best answer from
the options provided.

10.1. A randomized controlled trial of thromboly-
thetic therapy versus angioplasty for acute
myocardial infarction finds no difference in
survival to discharge from the hospital,
which is the main outcome event. The
investigators explored whether this was
also true for subgroups of patients defined
by age, number of vessels affected, ejection
fraction, comorbidity, and other patient
characteristics. Which of the following is
not true about these subgroup analyses?

A. Examining subgroups increases the risk of
a false-positive (misleading statisti-
cally significant) result in one of the
comparisons
B. Examining subgroups increases the
chance of a false-negative finding in
one of these subgroups, relative to the
main outcome
C. Subgroup analyses would be more
credible if a limited number were iden-
tified beforehand

10.2. A new drug for hyperlipidemia was com-
pared with placebo in a randomized con-
trolled trial of 10,000 patients. Serum
cholesterol, the primary outcome, was
240 mg/dl in the control group and 238 in
the group receiving the new drug ($P < 0.001$).
This low $P$ value means that:

A. Bias is unlikely to account for the
observed difference
B. The difference is clinically important
C. A difference as big or bigger than
observed would have arisen by chance
one time in 1,000
D. The results are generalizable to other
groups with hypertension
E. The statistical power of this study was
inadequate

10.3. In a well-designed clinical trial of treat-
ment of ovarian cancer, remission rate at 1
year is similar for a new drug and usual
care. The $P$ value is 0.4. This means that:

A. Both treatments are effective
B. Neither treatment is effective
C. The statistical power of this study is
60%
D. The best estimate of treatment effect
size is 0.4
E. It is not possible, given just this infor-
mation, to decide whether one treat-
ment is better than the other

10.4. In a cohort study, vitamin A intake was
found to be a risk factor for hip fracture
in women. The relative risk (highest quintile
versus lowest quintile) was 1.48, and the
95% confidence interval was 1.05 to 2.07.

A. The association is not statistically sig-
nificant at the $P < 0.05$ level.
B. A strong association between vitamin
A intake and hip fracture was estab-
lished.
C. The statistical power of this study is 9%.
B. There is a 99% chance that a range of relative risks as low as 1.05 and as high as 2.07 includes the true risk.
E. Bias is an unlikely explanation for this result.

10.5. A study reports that the effectiveness of two drugs is equivalent.
A. It is possible to establish that treatment effects are identical.
B. To claim equivalence, confidence intervals should exclude a clinically important difference in effect.
C. Crossovers and dropouts tend to create differences between treatment groups.
D. Studies to establish equivalence require no bigger sample size than trials to establish effectiveness.
E. Equivalence is always associated with a very low P-value.

References are in Appendix A.
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Clinicians are confronted frequently with information about possible causal relationships. In fact, most of this book has been about methods used to establish cause, although we have not called special attention to the term.

**EXAMPLE**

Some years ago, medical students were presented a study of the relationship between the cigarette-smoking habits of obstetricians and the vigor of babies they delivered. Infant vigor is measured by an Aggar scale; a high score (8–10) indicates that the baby is healthy, whereas a low score indicates the baby might be in trouble and requires close monitoring. The study suggested that smoking by obstetricians (not in the delivery ward) had an adverse effect on Aggar scores in newborns. The medical students were then asked to comment on what was wrong with this study. After many suggestions, someone finally said that the conclusion simply did not make sense.

It was then acknowledged that, although the study was real, the "exposure" and "disease" had been defined for the presenters. Instead of comparing smoking habits of obstetricians with Aggar scores of newborns, the study, published in 1845 by Zilser Wendel Holmes (then professor of anatomy and physiology and then dean of Harvard Medical School), compared hand-washing habits by obstetricians and subsequent infection rates in mothers. The observations led Holmes to conclude that "the disease known as puerperal fever is so contagious, as to be frequently carried from patient to patient by physicians and nurses." (1)

One mid-19th century response to Holmes's assertion about unwashed hands causing puerperal fever was remarkably similar to that of the medical students: The first
Holmes and Meigs were confronted with a question about cause. Holmes was convinced by his data that the spread of puerperal sepsis was caused by obstetricians not washing their hands between deliveries. He could not, however, supply the pathogenetic mechanism by which hand washing was related to the disease, as bacteriologists had not yet discovered Meigs's theory. Therefore, remained unconvinced that the cause of puerperal sepsis had been established (and presumably did not bother to wash his hands).

In this chapter, we review concepts of cause in clinical medicine. We then outline the different kinds of evidence that, when present, strengthen the likelihood that an association represents a causal relationship. We also briefly deal with a kind of research design not considered thus far in this book: studies in which exposure to a possible cause is known only for groups and not specifically for the individuals in the groups.

CONCEPTS OF CAUSE

Webster's defines cause as "anything producing an effect or a result." (2) in medical textbooks, cause is usually discussed under such headings as "etiology," "pathogenesis," "mechanisms," or "risk factors."

Cause is important to practicing physicians primarily because it guides their approach to three clinical tasks: prevention, diagnosis, and treatment. The clinical example at the beginning of this chapter illustrates how knowledge of cause-and-effect relationships can lead to successful preventive strategies. Likewise, when clinicians periodically check patients' blood pressure, they are reacting to evidence that hypertension causes morbidity and mortality and that treatment of hypertension prevents myocardial infarction, congestive heart failure, and stroke. The diagnostic process, especially in infectious disease, frequently involves a search for the causative agent. Less directly, the diagnostic process sometimes depends on information about cause when the presence of risk factors is used to identify groups of patients in whom disease prevalence is high (see Chapter 3). Finally, belief in a causal relationship underlies every therapeutic intervention in clinical medicine. Why give antithrombin for pneumococcal pneumonia unless one believes that it will result in a cure? Or why advise a patient with metastatic cancer to undergo chemotherapy unless one believes that the antimetabolite will cause a regression of metastases and a prolongation of survival, comfort, and/or ability to carry on daily activities?

By and large, clinicians are more interested in treatable or reversible than immutable causes. Researchers, on the other hand, might also be interested in studying causal factors for which no effective treatment or prevention exists, in hopes of developing preventive or therapeutic interventions in the future.

Single and Multiple Causes

In 1882, 40 years after the Holmes-Meigs confrontation, Koch set forth postulates for determining that an infectious agent is the cause of a disease. Basic to his approach was the assumption that a particular disease has one cause and a particular cause results in one disease. He stipulated that:

- The organism must be present in every case of the disease;
- The organism must be isolated and grown in pure culture;
- The organism must cause a specific disease when inoculated into an animal; and
- The organism must then be recovered from the animal and identified.

Interestingly, he did not consider the effect of treatment in establishing cause, something he might have been able to add a century later when effective treatments had become common for infectious diseases.

Koch's postulates contributed greatly to the concept of cause in medicine. Before Koch, it was believed that many different bacteria caused any given disease. The application of his postulates helped bring order out of chaos. They are still useful today. That a given organism causes a given disease was the basis for the discovery in 1977 that Legionnaire's disease is caused by a Gram-negative bacterium, the determination in the 1980s that the newly discovered HIV causes AIDS and the discovery in 2003 that a newly discovered coronavirus causes Severe Acute Respiratory Syndrome (SARS). (3)
For more diseases, however, cause cannot be estab-
lished simply by Koch's postulates. Would that disease were so simple that there was always a single case - a one cause disease relationship. Smoking causes lung cancer, chronic obstructive pulmonary disease, peptic ulcers, Dudley cadmium, and coronary artery disease. Chronic atherosclerosis disease has multiple causes, including cigarette smoking, hypertension, hypercholesterolemia, dia-
betes, inflammation, and heredity. It is also possible to have coronary artery disease without experiencing any of these known risk factors.

Usually, many factors act together to cause disease in what has been called the "web of causation." (4) A causal web is well understood in conditions such as coronary artery disease, but is also true for infectious diseases, where presence of the organism is a necessary cause for disease to occur but not necessarily a sufficient cause. AIDS cannot occur with-
out exposure to HIV, but exposure to the virus does not necessarily result in disease. For example, expo-
sure to HIV rarely results in AIDS after needlesticks (1/1,000 or 4/1,000) because the virus is not nearly as infectious as, say, the hepatitis B virus.

Proximity of Cause to Effect

When biomedical scientists study cause, they usually search for the underlying pathogenic mechanism or final common pathway of disease. Sickle-cell ane-
mia is an example, with the genetic change associ-
ed with hemoglobin S (HbS) leading to polymer-
ization and erythrocytic sickling when HbS gives up oxy-
gen. More recently, work on the human genome led to discovery of the p53-tribal genetic changes associated with some cancers. In cardiovascular dis-
ease pathogenesis, it is known that statins inhibit HMG CoA reductase and lead to lower serum LDL levels and improved cardiovascular outcomes.

Disease is also determined by less specific, more remote causes, or risk factors, such as people's behavior or characteristics of their environments. These factors may be even more important causes of disease than pathogenic mechanisms. For example, a large proportion of cardiovascular and cancer deaths in the United States can be traced to behav-
ioral and environmental factors such as cigarette smoking, diet, and lack of exercise; the spread of AIDS is due primarily to unsafe sexual behaviors and drug use; and deaths from violence and accidents are mort in social conditions, access to

guns, intoxication while driving, and seatbelt use. To view cause in medicine exclusively as cellular and subcellular processes is to trivialize the possibilities for useful clinical interventions.

Even when the pathogenetic mechanism is not clear, knowledge of strong risk factors may still lead to effective treatments and prevented. Thus, Holmes was right in his assertion that obstructivists should wash their hands, even though he had little notion of bacte-
ria. A more modern example is that, despite the fact that for decades evidence was strong for a causal link between smoking and lung cancer, only in 1996 was a pathogenetic mechanism for it first documented. (5)

For many diseases, both pathogenetic mechanisms and nonspecific risk factors have been important in the spread and control of the diseases. Sometimes, the many different causes interact in complicated ways.

EXAMPLE

Koch's postulates were originally used to establish that tuberculosis is caused by infection of the acid-fast bacillus M. tuberculosis? submension into susceptible hosts. The final common pathway of tuberculosis is the invasion of host tissue by the bacillus, from a patho-
genetic perspective, conquering the defenses required antibiotics or vaccines that were effective against the organism. Through biomedical research efforts, both have been achieved.

However, the development of the disease tuberculosis is far more complex. Other important causes are the susceptibility of the host and the degree of exposure (fig-
ure 11.1); these causes determine whether invasion of host tissue can occur.

Some clinicians would be hesitant to label host susceptibility and level of exposure as causes of tuberculosis, but there are very important compo-
nents of cause. In fact, social and economic improvements influencing host susceptibility, such as less crowded living space and better nutrition, may have played a more prominent role in the decline in tuberculosis rates in developed countries than treatments created through the biomedical-
pathogenetic research model. Figure 11.2 shows that the death rate from tuberculosis had dropped dra-
matically long before antibiotics were introduced (the vaccine came even later).

Between 1985 and 1992, the number of tubercu-
losis cases in the United States began to increase (Figure 11.3). (6) Why was this so? Sixty percent of the increase occurred in foreign-born persons. HIV
infection also was a factor, as AIDS weakens the immune system. These susceptible hosts were more likely than the general population to be exposed to tuberculosis, because both AIDS and tuberculosis are more common in economically deprived popu-

cations. Finally, changes occurred in the bacillus itself, with the evolution of multidrug resistant strains. To complicate the picture further, multidrug resistance also was caused by a web of circumstances. Genetic changes in the Mycobacterium are more likely to occur with medication noncompliance, which is more likely among intravenous drug users, an important risk group for AIDS. Changes in the bacterium’s genetic makeup also may have been related to high replication rates in immunodeficient hosts. Thus, the interplay of environment, behavior, and subcellular biology may be incredibly complex when thinking about cause. To combat the new epi-

demic of tuberculosis, use of multidrug regimens (biologic efforts) and directly observed therapy to ensure compliance (behavioral efforts) both increased. The rate of tuberculosis began to decline and was down to about 15,000 cases in 2003, the lowest that earlier projections had predicted reaching a decade earlier. (7)

Interaction of Multiple Causes

When more than one cause acts together, the result


ing risks may be greater or less than would be expected by simply combining the effects of the sep-

cate causes. This interplay is called interaction. Clinicians call this phenomenon synergism when the joint effect is greater than the sum of the effects of the individual causes, and antagonism when it is less. Sometimes, the term biologic interaction is used to distinguish it from statistical interaction.†

† Statistical interaction is present when correlations of variables in a mathematical model add to the model’s explanatory power after the net effects of the individual predictor variables have been taken into account. It is conceptually related to biologic synergy and antagonism but is a mathematical construct, not an observ-

able phenomenon in nature.

FIGURE 11.2 Declining death rate from respiratory tuberculosis in England and Wales over the past 150 years. Most of the decrease occurred before antibiotic therapy was available. (From McKeehan T. The Role of Medicine: Dream, Ideology, or Necessity. London: Nuffield Provincial Hospital Trust; 1976.)
Example

Figure 11.4 shows the probability of developing coronary artery disease over a 5-year period among men aged 55. Men with normal systolic blood pressure, a normal ratio of total cholesterol to HDL cholesterol, no history of diabetes or left ventricular hypertrophy on ECG, and no history of smoking have a low chance (2.1%) of developing coronary heart disease over the next 5 years. Risk increases, up to 7.9%, when the various risk factors are present individually. But when all risk factors are present together, the absolute risk of developing coronary artery disease in the next 5 years (43.4%) is almost twice the sum of the individual risks. (8)

Elucidation of cause is more difficult when many factors play a part than when a single one predominates. However, when multiple causative factors are present and intense, it may be possible to make a substantial impact on a patient’s health by changing only one cause, or just a few of them. Thus, in the previous example, getting patients to give up smoking and treating hypertension can substantially lower the risk of developing cardiovascular disease in men, even in the continuing presence of other causative factors.

Effect Modification

Interaction is often expressed as effect modification when the strength of the relationship between two variables is different according to the level of some third variable, called an effect modifier.

Example

Several studies have found that alcohol consumption moderately increases the risk of breast cancer. An analysis was done to determine the effect of the vitamin folic acid on breast cancer risk related to drinking. For women who consumed more than one alcoholic drink a day, daily folic intake of at least 600 micrograms appeared to exert a protective effect, and there was an inverse dose-response for lesser amounts (Figure 11.5). The study results suggested that a woman who takes a daily multivitamin containing 400 micrograms of folic acid and eats leafy vegetables could enjoy a moderate amount of daily alcoholic beverages without increasing her risk of breast cancer (9).

Establishing Cause

In clinical medicine, it is not possible to prove causal relationships beyond any doubt, because understanding of the relationships are based on

empirical evidence and it is at least theoretically possible that new evidence could change our understanding. Therefore, it is only possible to increase one's conviction of a cause-and-effect relationship by means of empirical evidence or the point at which for all intents and purposes, cause is established. Conversely, evidence against a cause can be presented until a cause-and-effect relationship becomes implausible. A postulated cause-and-effect relationship should be examined in as many different ways as possible. This usually means that several studies must be done to build evidence for or against cause.

**Association and Cause**

Two factors—the suspected cause and the effect—obviously must be associated if they are to be considered as causally related. However, not all associations are causal. Figure 11.6 outlines other reasons for association that must be excluded. First, one must ask if an apparent association between a purported cause and an effect is real or is merely an artifact of the study because of bias or random variation. Selection and measurement biases and chance can give rise to apparent associations that do not exist in nature. If these problems can be considered unlikely, a true association exists. But before deciding that the association is causal, it is necessary to know whether the association occurs indirectly, through another (confounding) factor, or directly. If confounding is not found, a causal relationship is likely.

**Hierarchy of Research Designs**

When considering a possible causal relationship, the strength of the research design used to establish the relationship is an important piece of evidence. However, the hierarchy of research designs is only a rough guide, based on the extent of susceptibility to bias. The manner in which an individual study is performed can do a great deal to increase or decrease its validity, regardless of the type of design used. Of the research designs discussed so far in this book, the best evidence for a cause-and-effect relationship comes from well-conducted randomized controlled trials, with adequate numbers of patients; blinding of therapists, patients, and researchers; limited or no loss to follow-up; and carefully standardized methods of measurement and analysis.

---

**FIGURE 11.6** Association and cause. Selection and measurement biases; chance and confounding should be excluded before concluding that a causal association is likely.

**TABLE**

<table>
<thead>
<tr>
<th>Explanation</th>
<th>ASSOCIATION</th>
<th>YES</th>
<th>NO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias in selection or measurement</td>
<td>UNLIKELY</td>
<td>NO</td>
<td>YES</td>
</tr>
</tbody>
</table>

**CAUSE**
Randomized controlled trials guard against differences in the groups being compared, both for factors already known to be important (a problem that can be overcome by other methods) and for unknown confounding factors (a problem that cannot be addressed with observational studies).

Clinicians ordinarily rely on randomized controlled trials to provide evidence about causal relationships for treatments and prevention. However, as pointed out in Chapter 7, randomized controlled trials are rarely feasible when studying risk factors (cause) of disease because it is not ethical to randomize interventions thought to be harmful. Observational studies must be used instead.

In general, the further one departs from randomized trials, the less the research design protects against possible biases and the weaker the evidence is for a cause-and-effect relationship. Well-conducted cohort studies are the next best design, because they can be performed in a way that minimizes known confounding, selection, and measurement biases. Case-control studies are vulnerable to selection bias and can be susceptible to confounding and measurement bias. Cross-sectional studies are weak because they provide no direct evidence of the sequence of events. True prevalence surveys—cross-sectional studies of a defined population—guard against selection bias but are subject to measurement and confounding biases. Weakest of all are case series, because they have no defined population and no comparison group.

**ECOLOGICAL STUDIES**

Until now in this book, we have discussed evidence for cause when exposure and disease status are known for each individual in the study. In a different kind of research, more often used for evaluating health services or for epidemiologic studies of large populations, exposure is known only for the groups, not for the individuals in the groups.

Studies in which exposure to a risk factor is characterized by the average exposure of the group to which individuals belong are called aggregate risk studies. Another term is ecological studies, because people are classified by the general level of exposure in their environment, which may or may not correspond to exposure of specific individuals.

**EXAMPLE**

What factors are associated with cardiac mortality in developed countries? Investigators gathered data on rates of ischemic heart disease mortality in 18 developed countries to explore the contribution of various economic, health services, and dietary variables. One finding that was not anticipated was a strong negative association between ischemic heart disease, death, and wine consumption (Figure 11.7) (11).

This study raised the hypothesis that alcohol protects against ischemic heart disease. Since then, studies on individuals have shown that the association of alcohol consumption and mortality is a U-shaped curve, with alcohol protecting against mortality with moderate consumption and increasing mortality with heavy consumption.

Aggregate risk studies are rarely definitive in and of themselves. The main problem is a potential bias called the ecological fallacy, in which affected individuals in a generally exposed group may not themselves have been the ones exposed to the risk factor. Also, exposure may not be the only characteristic that distinguishes people in the exposed group from those in the nonexposed group, that there may be confounding factors. Thus, aggregate risk studies are most useful in raising hypotheses, which must then be tested with more rigorous research.

**Time-Series Studies**

Evidence from aggregate risk studies that a factor is actually responsible for an effect can be strengthened when observations are made at more than two points in time (before and after) and in more than one place. In a time-series study, the effect is measured at various points in time before and after the purported cause has been introduced. It is then possible to see whether or not the effect varies as expected. If changes in the purported cause are followed by changes in the purported effect, the association is less likely to be spurious. An advantage of a time-series analysis is that it can distinguish between changes occurring over time (accidental trends) from the effects of the intervention.

**EXAMPLE**

Health insurance reforms in the United States increasingly involve cost-containment strategies. What is the effect of these efforts? Sources and colleagues studied
Multiple Time-Series Studies

In a multiple time-series study, the suspected cause is introduced into several different groups at different times. Measurements are then made among the groups to determine whether the effect occurred in the same sequential manner in which the suspected cause was introduced. When an effect regularly follows introduction of the suspected cause at various times and places, there is stronger evidence for cause than when this phenomenon is observed only once, because it is even more improbable that the same extraneous factor(s) occurred at the same time in relation to the intervention in many different places and times.

**EXAMPLE**

Because there were no randomized controlled trials of cervical cancer screening programs before they became widely accepted, their effectiveness had to be evaluated by means of observational studies. A multiple time-series study has provided some of the most convincing evidence of their effectiveness. (15) Data were collected in screening programs begun in Canada provinces at various times during a seven-year period in the 1950s and 1960s. Reductions in cervical cancer mortality regularly followed the introduction of screening programs regardless of size and location. With these data, it was concluded that "screening had a significant effect on reduction in mortality from cancer of the cervix."

**EVIDENCE FOR AND AGAINST CAUSE**

In all studies of cause, but especially when randomized controlled trials are not available, several fea-
TABLE 11.1 Evidence That an Association Is Cause and Effect

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temporality</td>
<td>Cause precedes effect</td>
</tr>
<tr>
<td>Strength</td>
<td>Large additive risk</td>
</tr>
<tr>
<td>Dose-response</td>
<td>Larger exposures to cause associated with higher rates of disease</td>
</tr>
<tr>
<td>Reversibility</td>
<td>Reduction in exposure is followed by lower rates of disease</td>
</tr>
<tr>
<td>Consistency</td>
<td>Repeatedly observed by different persons, in different places, circumstances, and times</td>
</tr>
<tr>
<td>Biologic plausibility</td>
<td>Makes sense, according to biologic knowledge of the time</td>
</tr>
<tr>
<td>Specificity</td>
<td>One cause leads to one effect</td>
</tr>
<tr>
<td>Analogy</td>
<td>Cause-and-effect relationship already established for a similar exposure or disease</td>
</tr>
</tbody>
</table>

Although it is absolutely necessary for a cause to precede an effect—and, therefore, the lack of such a sequence is powerful evidence against cause—an appropriate temporal sequence alone is weak evidence for cause. Many things happen before an event that have nothing to do with the event.

Strength of the Association

A strong association between a purported cause and an effect, as expressed by a large relative or absolute risk, is better evidence for a causal relationship than a weak association. Thus, the tenfold higher incidence of lung cancer among male smokers compared to nonsmokers is much stronger evidence that smoking causes lung cancer than the finding that smoking is related to renal cancer, for which the relative risk is much smaller (1.47). 

(17) Similarly, a relative risk of more than 200 for the association of hepatitis B infection and hepatocellular cancer is strong evidence that the virus is a cause of liver cancer. 

(18) Unrecognized bias could account for small relative risks but is unlikely to result in large ones.

Dose-Response Relationships

A dose-response relationship is present if increasing the exposure to the purported cause is followed by a larger and larger effect. Demonstrating a dose-response relationship strengthens the argument for cause and effect, but its absence is relatively weak evidence against causation because not all causal associations exhibit a dose-response relationship. Figure 11.9 shows a clear dose-response curve when lung cancer death rates (respones) are plotted against the number of cigarettes smoked (dose).

Although a dose-response curve is good evidence for a causal relationship, especially when coupled with a large relative or absolute risk, its existence does not exclude confounding factors.

Reversible Associations

A factor is more likely to be a cause of disease when its removal results in a decreased risk of disease. An example is when the association between suspected cause and effect is reversible. Figure 11.10 shows that when people give up smoking, they decrease their likelihood of getting lung cancer. Reversible associations are strong, but not infallible — evidence of a causal relationship. Confounding could conceivably explain a reversible association. For example, Figure 11.10 is consistent with the (unlikely) explanation that people willing to give up smoking have smaller amounts of an unidentified confounding factor than those who continue to smoke.

Consistency

When several studies, conducted at different times in different settings and with different kinds of patients, all come to the same conclusion, evidence for a causal relationship is strengthened. Causation is particularly supported when studies using several different research designs, with complementary strengths and weaknesses, all lead to the same result because studies using the same design can all make the same mistake. For the association of smoking and lung cancer, no randomized trial has ever been conducted. But many cohort, case-control, and time-series studies have shown that increased tobacco use is followed by increased lung cancer incidence, in both sexes, in various ethnic groups, and in different countries.

It is often the case that different studies produce different results. Lack of consistency does not necessarily mean that the results of a particular study are invalid. One good study should outweigh several poor ones. Also, different results of studies may be related not to a varying quality of research methods but to the different kinds of patients or slight variations in treatments. These differences could be pointing to important new refinements of a causal association.

Biologic Plausibility

The assertion that cause and effect is consistent with our knowledge of the mechanisms of disease, as it is currently understood, is often given considerable weight when causation is being assessed. When one has absolutely no idea how an association might have arisen, one tends to be skeptical that the association is real. Such skepticism often serves us well. For example, the substance Laetrile was touted as a cure for cancer in the early 1980s. However, the scientific community was not convinced, mainly because it could think of no biologic reason why an extract of apricot pits that was not chemically related.
no compounds with known antitumor activity should be effective against cancer cells. To nail down the issue, researchers finally submitted Lactate to a clinical trial in which it was shown that the substance, in fact, without activity against the cancer studied. (19)

It is important to remember, however, that what is considered biologically plausible depends on the state of medical knowledge at the time. In a typical case, the day, contagious disease were biologically implausible. Today, a biologically plausible mechanism for psoralen synergism, the effects of streptomycin on streptomycin, has made it easier today to accept Koch's observations. In another example, as pointed out earlier, a possible mechanism by which smoking causes lung cancer was identified decades after studies demonstrated a strong association.

Sometimes, new findings from clinical and epidemiological studies threaten work that identifies biological mechanisms.

**EXAMPLE**

To many scientists in the Western world, the suggestion that smoking needles into the body and leaving them can decrease pain and control vomiting seems biologically implausible. However, randomized controlled trials of acupuncture among cancer patients receiving chemotherapy have found acupuncture effective. One carefully done trial included a group with a sham acupuncture to levels of the possibility of a placebo effect. During chemotherapy treatment, the mean number of emetic episodes per patient was 6.29 in the acupuncture group, 16.75 in the sham acupuncture group, and 15.41 in the control group, which was a highly significant difference. (20) A search for possible biomedical mechanisms of the effect suggest that acupuncture might work through components of the pain reflex and opioid receptors.

In sum, biologic plausibility, when present, strengthens the case for causation. When it is absent, other evidence for causation should be sought. When the other evidence is strong, the lack of biologic plausibility may indicate the limitations of medical knowledge, rather than the lack of a causal association.

**Specificity**

Specificity—once cause, one effect—is more often found for acute infectious diseases (such as polio- myelitis and tetanus) and for genetic diseases (such as familial adenomatous polyposis, ochronosis, and phenylketonuria). Chronic, degenerative diseases often have many causes for the same effect or many effects from the same cause. Lung cancer is caused by cigarette smoking, asbestos, and radiation. Cigarettes cause not only lung cancer but also bronchitis, peptic ulcer disease, periodontal disease, and wrinkled skin. The presence of specificity is strong evidence for cause, but the absence of specificity is weak evidence against a cause-and-effect relationship.

**Analogy**

The argument for a cause-and-effect relationship is strengthened when examples exist of well-established cases that are analogous to the one in question. Thus, if a slow virus is known to cause a chronic, degenerative central nervous system disease (such as subacute sclerosing panencephalitis), it is easier to accept that another virus might cause degeneration of the immunologic system (such as acquired immunodeficiency syndrome). In the smoking-lung cancer association, it is known that other environmental toxins such as asbestos, radon, and uranium cause lung cancer. In general, however, analogy is weak evidence for cause.

**WEIGHING THE EVIDENCE**

When determining cause, one must consider the evidence from all available studies. After examining the research design and quality of studies and the elements for and against cause, the case for causality can be strengthened or avoided. This calls for a good deal of judgment, especially when the evidence from different studies is conflicting. In such cases, clinicians must decide where the weight of the evidence lies.

Figure 7-11 summarizes the different types of evidence for and against cause, depending on the research design, and feature that strengthens or weakens the evidence for cause. The figure roughly indicates relative strengths in helping to establish or discard a casual hypothesis. Thus, it carefully done cohort study showing a strong association and a dose-response relationship that is reversible, is strong evidence for cause, while a cross-sectional study finding no effect is weak evidence against cause.
Grading the Quality of the Evidence

Increasingly, when evaluating evidence for a possible causal association, a literature search is undertaken. All relevant studies are reviewed according to specific criteria, most commonly criteria about the kind of research design and methods used. This systematic review is then used to determine the strength of the evidence for the causal relationship (see Chapter 12). Often a quality of evidence grade is assigned.

**EXAMPLE**

The U.S. Preventive Services Task Force makes recommendations for preventive services that should be done in clinical practice. Since its inception, the Task Force has graded the quality of scientific evidence used for making the recommendations (which are also graded). Over time the grading system has evolved to take into account more and more factors. Table 11.2 shows that grades are given both for research design and for how well a study using a particular design was carried out. Then a final grade is given, generally according to the highest level of scientific evidence available among all studies relating to a particular preventive practice, as well as the generalizability of the findings and how directly the evidence is linked to an important clinical outcome. For example, if several well-done studies were available on a particular question, including a randomized trial and several cohort and case-control studies, the grade assigned would be for the randomized trial, not the studies with weaker research design.

**REVIEW QUESTIONS**

Read the following statements and circle all the correct answers for 11.1–11.3.

11.1. A patient comes to you because she has read that cell phones cause brain cancer, and she wants to know your opinion. You discover that the incidence of malignant brain tumors is increasing in the United States. What is the most important reason a randomized controlled trial (RCT) can-
TABLE 11.2 III Grading the Strength of Evidence for a Clinical Cause: Approach of the U.S. Preventive Services Task Force

The Task Force assigns each study two separate grades: one for study design and one for how well the study was done (internal validity). A grade is then given for overall quality of evidence from all studies, considering the quality of studies as well as the generalisability and how direct the link is between prevention and outcome.

Grades for the Research Design of Individual Studies

- I Evidence obtained from at least one properly randomized controlled trial
- II-1 Evidence obtained from well-designed controlled trials without randomization
- II-2 Evidence obtained from well-designed cohort or case-control analytic studies, preferably from more than one center or research group
- II-3 Evidence obtained from multiple time-series with or without the intervention.Dramatic results from uncontrolled trials (e.g., as the results of the introduction of penicillin treatment in the 1940s) could also be regarded as this type of evidence.
- III Opinions of respected authorities, based on clinical experience, descriptive studies, and case reports or reports of experimental studies

Grades for the Internal Validity of Individual Studies

- Good
- Fair
- Poor

Criteria to determine the validity of each type of study, as outlined in this book, are applied. A grade of I-good is given to a well-performed randomized controlled trial. A grade of II-2-fair means the study was a fair cohort or case-control study.

Grades for the Overall Quality of Evidence for Each Preventive Service

- Good: Evidence includes consistent results from well-designed, well-conducted studies in representative populations that directly assess effects on health outcomes.
- Fair: Evidence is sufficient to determine effects on health outcomes, but the strength of the evidence is limited by the number, quality, or consistency of the individual studies, generalizability to routine practice, or indirect nature of the evidence on health outcomes.
- Poor: Evidence is insufficient to assess the effects on health outcomes because of limited number or power of studies, imputable bias in study design or conduct, gaps in the chain of evidence, or lack of information on important health outcomes.


not be done to determine whether or not cell phones cause brain cancer?

A. An RCT would cost too much
B. People would not agree to participate
C. It would be unethical
D. It would take too long
E. An RCT is a research method that cannot answer the question

11.2. You discover that case-control studies have been done to determine whether or not cell phone use is associated with the development of brain cancer. In one, patients with brain cancer and matched controls without brain cancer were asked about cell phone use. (22) The estimated relative risk for at least 100 hours of use compared to no or rare use was 1.0 for all types of
brain tumors combined (95% confidence interval, 0.6 to 1.5). This finding is consistent with:

A. Use of cell phones increases the incidence of brain tumors 50%.
B. Use of cell phones protects against brain tumors.
C. Use of cell phones is not associated with protection of development of brain tumors.
D. Specific types of brain tumors might be associated with cell phone use.

11.3. You know that case-control studies are not a strong research design when evaluating a possible cause-and-effect relationship. Which of the following would strengthen your sense that cell phones are or are not related to brain tumors?
A. A dose-response was sought.
B. Different substrates of "dose" were explored.
C. Analysis was made according to whether the tumor occurred and telephone was used.

11.4. Is the study adequately powered? Explain your answer.

11.5. Given the information above, what is a possible major bias in this one-control study?

11.6. Using the first two parts of the grading system of the U.S. Preventive Services Task Force (Table 11.2), what grade would you give this study?

11.7. List at least three other types of studies that would be feasible to study the possible relationship between cell phone use and brain cancer, then grade each one.

Answers are in Appendix A.
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CHAPTER 11 CAUSE


Clinical decisions are based on the weight of evidence bearing on a question. Sometimes, large studies are so compelling that they eclipse all studies that preceded them. More often, however, clinicians depend on the accumulation of evidence from many less definitive studies. When examining an individual study, clinicians should question the context of that one piece of evidence by asking, "Have there been other good studies of the same question?" and "If so, what have they shown?" Also, "Is this study the only one to show an effect, or does it confirm many others that have reached more or less the same conclusion?"

PROVIDING THE CONTEXT FOR INDIVIDUAL STUDIES

If the authors of a research article are doing their job appropriately, they will provide information about results of previous studies, specifically in the Introduction and Discussion sections. Sometimes, commentaries are published in conjunction with the research article. Reviews are the main way in which the evidence as a whole is summarised. Reviews are done in many different ways, and each has its strengths and weaknesses. In this chapter,
we will briefly describe traditional reviews and then take up in more detail a powerful approach called systematic reviews. In the final chapter, we will describe additional ways to manage information, including Seabrite approaches to finding the best clinical research results and judging their validity and generalizability.

TRADITIONAL REVIEWS

In traditional “review articles,” a senior-expert in the field summarizes evidence and recommendations. Usually, the reviews address broad-based questions, such as “management of the diabetic patient” and take up a range of management issues, such as diagnostic criteria, blood glucose control and monitoring, cardiovascular risk factor modification, and complications. There may be information on compliance and cost-effectiveness. Critics need guidance on such a range of questions. Experts are in a good position to provide it because they know both the pertinent literature and how it should affect actual practice.

But the lack of structure of traditional reviews may hide important threats to validity. Original research may be cited without a clear account of how articles were found, raising the danger that they might be selectively quoted to support a point of view. Personal experience and conventional wisdom are often included and may be difficult to distinguish from subject evidence. The strength of the original research may not be carefully critiqued, but instead be suggested by shorthand indicators of quality, such as the prestige of the journal, prominence of the author, currency of the study, number of articles for and against a given point, and perhaps, general research design. The review may imply, for example, that randomized trials are good without regard for how well they were executed. Also, there may be no rationale for why one research finding is valued over another.

SYSTEMATIC REVIEWS

Systematic reviews are rigorous reviews of specific clinical questions. They are “systematic” because they summarize the original research bearing on the question following a scientifically based plan that has been decided in advance and made explicit in every step. As a result, readers can see the strength of the evidence for whatever conclusions are reached, and, in principle, check the validity for themselves. Sometimes, it is possible to combine studies, giving a more precise estimate of effect size.

When Are Systematic Reviews Appropriate?

Systematic reviews are especially useful in addressing a single, focused question such as whether angiotensin-converting enzyme inhibitors reduce the death rate in patients with congestive heart failure or whether skin adhesives are better than sutures for superficial lacerations. For a systematic review to be useful, strong studies of the question should be available but not so much in agreement with one another that the question is already answered. There should not be too few studies of the question that one could just as well critique the individual studies directly and dispense with the review. The study results should disagree or at least leave the question open; if all the studies agree with one another, there is nothing to reconcile in a review.

Although systematic reviews most often summarize randomized controlled trials, the same methods are used to summarize studies of risk, such as the risk of breast cancer related to alcohol consumption, and studies of diagnostic test performance, such as sensitivity and specificity of Pap smears for cervical cancer.

The elements of a systematic review are summarized in Table 12.1 and will be taken up one at a time, in the rest of this chapter.

Finding All Relevant Studies

The first step in a systematic review is to find all the studies that bear on the question at hand. The reader wants to be sure that the review has included all the best studies of the question, not just a biased sample of studies that happen to come to attention. Critics who review topics less formally (for colleagues at rounds, morning report, and journal clubs, for example) face a similar challenge and should use similar methods, although the process will not be so exhaustive.

How can one be reasonably sure that the reviewer has found all the best studies, considering that the
1. Define the clinical question.
2. Identify all completed studies of the question, published and unpublished.
3. Select the studies that meet high standards for scientific validity.
4. Look for evidence of bias in the studies selected.
5. Describe the scientific quality of the studies.
6. Ask whether the quality is systematically related to results of the studies.
7. Rescale the studies with a figure (forest plot).
8. Decide whether the studies are similar enough to justify combining them.
9. If they are similar enough to combine, calculate a summary measure of effect and confidence interval.

Medical literature is vast and widely dispersed. No one method of searching is sufficient for this task, so multiple approaches are used (Table 12.2).

MEDLINE, the National Library of Medicine's comprehensive electronic database of published articles, is a good place to start. However, even in the best hands, the sensitivity of MEDLINE searches is far from perfect. An expert in searching using the best available search terms, found only 53% of randomized trials and 70% of studies of diagnostic test performance. (2) Most reviewers, who may not be experts in searching, are likely to do worse. Another limitation of a MEDLINE search alone is that MEDLINE does not include all the world's journals. MEDLINE includes articles from nearly 4,500 journals in more than 70 countries and is heavily weighted toward English-language journals in North America and Europe. But with tens of thousands of medical journals in the world, MEDLINE is bound to leave out some good articles.

Other ways of finding the right articles make up for what a MEDLINE search might have missed (Table 12.2). Review reviews and textbooks are also useful. In addition, experts in the pertinent area (e.g., rheumatic heart disease or salmonella infection) may recommend studies that were not turned up by the other approaches. References cited in articles already found are another possibility. The Cochrane Library, found online at http://www.cochrane.org, includes the Cochrane Database of Systematic Reviews and publishes searches of the world's literature on treatment effectiveness, participants search by all available means, including examining local journals in person. There is a growing number of regimes of clinical trials that can be used to find unpublished results.

The goal of consulting all these sources is to avoid missing any important article, even at the expense of inefficiency. In diagnostic test terms, the reviewer uses multiple parallel tests to increase the sensitivity of the search, even at the expense of many false-positive results (that is, unwanted or redundant citations), which need to be weeded out by examining the studies themselves.

Besides exercising due diligence in finding articles, authors of systematic reviews should have explicitly described the search strategy in their review, including MEDLINE search terms. In this way, readers can see the extent to which the reviewer took into account all the important information that was available at the time.

**Systematic Reviews Are Limited to Scientifically Strong Studies**

To be included in a systematic review, studies must meet a threshold for scientific strength. The assumption is that only the relatively strong studies should count. How is that threshold established? Various experts have proposed criteria for adequate scientific strength. Among these are the CONSORT criteria for reporting randomized controlled trials.

**Table 12.2** Approaches to Finding All the Studies Bearing on a Question

| Search MEDLINE | Read recent reviews and textbooks. Seek the advice of experts in the pertinent area. Consider articles cited in the articles already found by other approaches. Compare databases of articles such as the Cochrane Database of Systematic Reviews. Review registries of clinical trials (to detect publication bias, if present). |
and are both scientifically strong and clinically relevant.

Publication Bias

The articles cited in systematic reviews should include every scientifically strong study of the question. The reviewer should have guarded against several biases in selecting the studies and should tell the reader how the selection was done.

Publication bias is the tendency for published studies to be systematically different from all completed studies of a question. Some completed studies are never published, and they are systematically different from the rest. In general, published studies are more likely to be "positive" (that is, they find an effect), because of a pervasive preference for positive results. Investigators are less likely to complete studies that may end up negative and less likely to submit them to journals. (For their part, journal editors may be less likely to find negative studies interesting and publish them.) (5) To get around these problems, some reviewers make a concerted effort to find unpublished studies, including those that were funded and started but not completed. They are aided in this effort by public registries of all studies that have been started.

Industry sponsorship of research can also lead to distortions in the scientific record. Almost two thirds of clinical research in the United States is funded by industry. Studies sponsored by industry (usually drug companies) are more likely to have outcomes favoring the sponsor's product than those with other funding sources. (6) One possible reason is that industry sponsors sometimes require, as a condition of funding research, that they approve the resulting articles before they are submitted to journals. Sometimes industry sponsors have blacked publication of research they have funded that has not, in their opinion, found the "right" result.

**Example**

A leading manufacturer of a lovastatin (Pravachol) for- merly sponsored a large trial (30,000 patients) that failed to show a statistically significant difference between lovastatin and placebo. The trial was not completed; instead, the results were presented to the Drug Safety Committee of the National Heart, Lung, and Blood Institute. The manufacturer withdrew the drug before completing the trial, claiming it would be a "better" drug than placebos. The manufacturer then published a revised version of the study comparing the effectiveness of its product and placebo. (7) (8) (9) (10) When the study showed that the drug was not better than placebos, the manufacturer "waged

<table>
<thead>
<tr>
<th>TABLE 12.3 (III) Systematic Reviews Include Only a Small Proportion of Articles on a Question. Selection of Articles for a Systematic Review of Randomized Trials of Secondary Prevention Programs for Coronary Heart Disease (CHD).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Articles Identified by Search</td>
</tr>
<tr>
<td>Potentially Relevant Articles</td>
</tr>
<tr>
<td>Excluded Articles</td>
</tr>
<tr>
<td>Nrrandomized</td>
</tr>
<tr>
<td>Primary prevention studies</td>
</tr>
<tr>
<td>No primary outcomes</td>
</tr>
<tr>
<td>Not of comprehensive disease management systems</td>
</tr>
<tr>
<td>Outcomes for CHD not reported separately or too few</td>
</tr>
<tr>
<td>Inpatient based intervention</td>
</tr>
<tr>
<td>Enrolled &lt; 50 patients</td>
</tr>
<tr>
<td>Flawed methods</td>
</tr>
<tr>
<td>Total Excluded</td>
</tr>
<tr>
<td>Remaining Studies</td>
</tr>
<tr>
<td>Multiple Publications of the Same Trial</td>
</tr>
<tr>
<td>Eligible for Systematic Review</td>
</tr>
</tbody>
</table>

(Data from Julier PA, Acheson RM, Tiao KS, Armstrong PW. Randomized trials of secondary prevention programs in coronary heart disease: Systematic review. BMJ 2001;323: 957-962.)
Other factors can bias the selection of articles in systematic reviews. Reviewers tend to be aware of articles in their own language (more often English) more often than those written in other languages. 

Funnel plots are a way of detecting bias in the selection of studies for systematic reviews. (8) The main results of each study are plotted against sample size, with one point for each trial (Figure 12.1). In the absence of bias, small studies (plotted at the bottom of the figure) are more likely to vary in reported effect size because of statistical imprecision, and we would expect most to lie around the true effect size (Figure 12.1A). On the other hand, large trials (plotted at the top of the figure) yield more precise estimates and should be more closely grouped around the true effect size. The result, in the absence of bias, is a symmetrical, peaked distribution (inverted funnel). Bias shows up as asymmetry in the funnel plot (Figure 12.1B).

![Funnel plot example](image)

**FIGURE 12.1** Funnel plot to detect publication bias. A shows a symmetrical plot of trials of statins for acute myocardial infarction, suggesting no bias. Circles indicate odds ratios for small and medium-sized trials, and the squares indicate odds ratios with 95% confidence intervals for very large trials. B shows an asymmetrical funnel plot for trials of glucosamine and chondroitin sulfate for osteoarthritis. Effect size is based on a scale in which 0.1 reflects a large effect, 0.5 a moderate effect, and 0.2 a small effect. (Reprinted from Fager M, Smith GD: Methodological problems and sources of variation in meta-analyses. JAMA 1999;282:1469-1473.)
How Good Are the Best Studies?

Clinicians need to know just how good the best studies of a question are so that they will know how seriously to take the conclusions. Are the studies so strong that it would be irresponsible to discount them? Or are they weak, suggesting that it is not unreasonable to not follow their lead?

**EXAMPLE**

In a meta-analysis of randomized trials of glucosamine and chondroitin for osteoarthritis, each trial was graded on 14 aspects of clinical trial conduct and was assigned an overall quality score expressed as a percentage of the maximum possible score for all these elements. The investigators reported that "only one provided sufficient information to determine that allocation concealment (whether the investigators assigning patients to treatments knew which treatment each patient would get) had been adequate ... only 2 articles reported an intent-to-treat analysis ... and 7 studies did not present dropout rates." The mean quality score was 55% (range 12% to 55%). Because the success of the research evidence is far from perfect, responsible clinicians are few to recommend these drugs for osteoarthritis or not? (9)

The same criteria for quality used to select articles can be used to describe differences in quality among those selected. Table 12.4 summarizes one of the simplest sets of criteria for studies of whether or not treatment is effective. Other lists differ mainly in the number of items included.

<table>
<thead>
<tr>
<th>TABLE 12.4</th>
<th>A Simple Scale for Measuring the Quality of Randomized Controlled Trials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Questions</td>
<td></td>
</tr>
<tr>
<td>1. Was the study described as randomized?</td>
<td></td>
</tr>
<tr>
<td>2. Was the study described as double-blind?</td>
<td></td>
</tr>
<tr>
<td>3. Was there a description of withdrawals and dropouts?</td>
<td></td>
</tr>
</tbody>
</table>

**Scoring**

Give a score of 1 point for each "yes" and 0 points for each "no." There are no in-between marks.


Is Scientific Quality Related to Research Results?

An underlying assumption of clinical epidemiology is that the results of scientifically strong studies, according to the criteria described throughout this book, will come closer to the truth than weaker studies. Is there empirical evidence for this belief?

Many studies have shown that one or another attribute of quality, such as randomization, concealment of treatment assignment, or blinding, are systematically related to study results. However, studies of the relationship between overall study quality and results, among studies selected for systematic reviews, have not shown a clear pattern. (10, 11, 12.)

Why might this be? First, the component studies in systematic reviews are already highly selected and so might not differ much from another in quality. Second, instruments to measure quality typically add up scores for the presence or absence of each element of quality and there is no reason to believe that each element makes an equal contribution to the overall validity of the study. It is not difficult to imagine, for example, weakens in one aspect of a study being so damaging that it renders the entire study invalid, even though all the other aspects of quality are perfect.

**EXAMPLE**

In a randomized, placebo-controlled trial, women with unexplained fatigue but no anemia had less fatigue after taking an iron supplement. The effect was small, only about 0.7 point on a 0 to 100-point scale for fatigue, but statistically significant. Most aspects of the study such as randomization, allocation concealment, sample size, and follow-up were strong. The iron and placebo pills were visually identical. However, iron-caused characteristic side effects (such as dark stools and constipation) that could have prompted the women to recognize whether they were taking iron or placebo. Also, fatigue is a relatively "soft" outcome that might be influenced by beliefs about the effectiveness of iron supplements. Even if all other aspects of the study were beyond reproach (and the overall quality score was excellent), this one aspect of quality—patients being aware of which treatment they were taking—was so strong that the outcome result was no longer statistically significant. What is the bottom line? Quality check list and scores have a place but are no substitute for critically examining the individual studies in a systematic
review, with an eye toward how much any imperfections they so have might have influenced their results.

Summarizing Results

The results of a systematic review are typically displayed as a forest plot showing the point estimate and confidence interval for each of the studies. Figure 12.2 shows an example, a synthesis of studies of anticholinergic drugs for overactive bladder. (14) The measure of effectiveness in this example is change in the frequency of urination in 24 hours. The origins of the name “forest plot” are uncertain, but are variously attributed to a researcher’s name or the appearance, resembling a “forest of lines.” (15) We believe they help readers “see the forest and the trees.”

Forest plots summarize a tremendous amount of information for the reader, information that would have required great effort to find on their own. Six kinds of information are especially useful.

1. The number of the studies meeting stringent criteria for quality. In the example, there are seven strong studies.

2. References to publications of the component studies so that readers can see how old the studies are and where they can be found. (References to studies are not shown in Figure 12.2 but are included in the article.)

3. The pattern of effect sizes. Do they mostly favor the experimental treatment or placebo? Are they consistent with one another, or do they disagree? In the example, 6 of the 7 studies report an effect size favoring treatment.

4. The number of studies that are statistically significant. It may be, as shown in the figure, that most studies would have been reported as “negative” (not statistically significant or, alternatively, confidence intervals including no effect) because they were not large enough to detect a clinically-important effect. This would give the impression, in a simple counting of the number of “positive” and “negative” studies, that treatment is not effective even though it may be effective. In the example, 4 of 7 studies did not report a statistically significant effect, even though 3 of the 4 favored treatment.

5. What do the large, statistically precise studies show relative to the smaller ones? Often, the large studies show an effect beyond chance while the small ones do not because of wide confidence intervals. In the example, the confidence interval for 1 of the 2 most precise studies (5%) excludes no effect and the other (77%) includes it.

6. The order in which studies are listed, usually chronologically, shows how the results of individual studies changed over time and when the big ones were done. In these ways, a single picture conveys in a glance a lot of basic information about the very best studies of a question.

### Summarizing Observational and Diagnostic Test Studies

Systematic reviews of observational and diagnostic test studies also can be summarized by figures. Figure 12.3 shows a summary of observational studies of passive smoking and the risk of coronary heart disease. (16) All of the cohort studies found increased risk, although results from 8 of the 10 were not statistically significant. The largest study, with the narrowest confidence interval, showed a statistically significant result. It was difficult for the individual studies to rule out chance effects because the relative risk was small, only about 1.2, but by combining the results of all studies, the systematic review found a statistically significant association (see below for a discussion of when combining studies is justified). Case-control study results were consistent with those for cohort studies.

Studies of diagnostic tests can also be summarized in systematic reviews. Figure 12.4 shows an ROC curve summarizing data points for each of 62 studies of the sensitivity and specificity of PAP smear for cervical cancer. (17) The figure shows how sensitivity and specificity vary from study to study and define the general shape of it as a trade-off between the two. Of course, other factors, such as patient selection and methods of sample collection, also could have accounted for some of the differences across studies.

### Table: Summary of Observational Studies

<table>
<thead>
<tr>
<th>Study (year)</th>
<th>Cohort</th>
<th>Exposure</th>
<th>No-exposure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sjodin et al (1985)</td>
<td>17466</td>
<td>2518</td>
<td></td>
</tr>
<tr>
<td>Breslow et al (1987)</td>
<td>5586</td>
<td>8159</td>
<td></td>
</tr>
<tr>
<td>Butler (1988)</td>
<td>4403</td>
<td>6850/77</td>
<td></td>
</tr>
<tr>
<td>Butler (1988)</td>
<td>50/2830</td>
<td>93/3820</td>
<td></td>
</tr>
<tr>
<td>Saarinen et al (1990)</td>
<td>8670/1799</td>
<td>690/3939</td>
<td></td>
</tr>
<tr>
<td>Halse (1980)</td>
<td>54/1358</td>
<td>39/817</td>
<td></td>
</tr>
<tr>
<td>Hulteen et al (1990)</td>
<td>49/2296</td>
<td>24/164/831</td>
<td></td>
</tr>
<tr>
<td>Sheenstien et al (1996)</td>
<td>571/27,369</td>
<td>179/0/87</td>
<td></td>
</tr>
</tbody>
</table>

### Table: Case Patients

<table>
<thead>
<tr>
<th>Study (year)</th>
<th>Case patients</th>
<th>Controls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lee et al (1995)</td>
<td>70/49</td>
<td>236/152</td>
</tr>
<tr>
<td>Ho et al (1995)</td>
<td>25/9</td>
<td>20/38</td>
</tr>
<tr>
<td>He et al (1994)</td>
<td>48/11</td>
<td>76/50</td>
</tr>
<tr>
<td>Christine et al (1994)</td>
<td>13/105</td>
<td>117/279</td>
</tr>
</tbody>
</table>

### Figure 12.3

COMBINING STUDIES IN META-ANALYSES

Meta-analysis is the practice of combining the results of individual studies for patients in these studies provided the studies are similar enough to be combined. When appropriate, meta-analyses provide more precise estimates of effect sizes than are available in any of the individual studies.

Are the Studies Similar Enough to Justify Combining?

It makes no sense to pool the results of very different studies—studies of altogether different kinds of patients, interventions, follow-ups, and outcomes. Treating "apples and oranges" as if they are all just plain discordant useful information. But reasonable people might disagree on how similar studies must be to justify combining them.

**Example**
A systematic review of screening for colorectal cancer using the fecal occult blood test (FOBT) identified five randomized trials of FOBT screening that had reported colorectal cancer deaths as an outcome. Relative risks for the individual studies ranged from 0.66 to 0.72 (corresponding to relative risk reductions of 14% to 33%). A summary relative risk reduction for people allocated to screening, the weighted average of these five was 16%.

However, the studies differed substantially in the specific question they were asking. Some were of FOBT screening every year, and others were of screening every two years. Some were of rehydrated samples (hydration increment increased sensibly and decreases the specificity of the test) and others were not. Follow-up varied from 8 to 15 years. The absence of results matched what would be expected, given the "shape" of the screening intervention. Studies at every other year, nonrehydrated FOBT (the apparently weaker intervention) reported reduction in colorectal cancer death rates of 12% to 18%; whereas the study of yearly, rehydrated FOBT (the apparently stronger intervention) reported a reduction nearly twice as big, or 33%. The reviewers in this case were willing to combine the results of the four trials despite these differences. (16) Others have thought that the most important question concerns how the study results differed in relation to their conditions. For example, how much mortality reduction was lost by stretching the interval between screening tests from 1 to 2 years? By not rehydrating the sample (that is, using a less sensitive test)?

Two general approaches are used to decide whether it is appropriate to pool study results. One is a statistical test for homogeneity: the extent to which the trial results are similar. A statistical test is applied to the study results to see whether they differ beyond what might have been expected by chance alone. Failing to reject the null hypothesis
of no difference among the studies may seem reassuring, but there is a problem. Most meta-analyses are of relatively few studies and so of limited statistical power. The risk of a false-negative result, a conclusion that the studies are homogeneous when they are not, is typically high. Power is also affected by the number of patients in these studies and how evenly they are distributed among the studies. (19) If one of the component studies is much larger than the others, it contributes most of the information bearing on the question and it may be more useful to examine it carefully, then contrast it with the others.

A second approach is to make an informal judgment about whether the patients, interventions, follow-up, and outcomes are similar enough to constitute studies of the same (or reasonably similar) question. Thus, regardless of the results of a statistical test, one might be reluctant to pool studies of the effectiveness of vitamins E, A, and C on the grounds that they all "anti-oxidants." On the other hand, some trials are so similar to one another that it seems totally reasonable to combine them.

**Example**

A meta-analysis of the effectiveness of thyroid hormone suppressive therapy for benign solitary thyroid nodules was restricted to 6 randomized trials involving 346 patients. Each study met stringent criteria: "... solitary nodule proven benign by fine needle aspiration, follow-up of at least 6 months, documented suppression of thyroid-stimulating hormone, and measurements by ultrasound." (20) The relative risk was 1.9 (favoring treatment), but even for the combined data confidence intervals were wide: 0.95 to 3.61. So, up to the point in time when meta-analysis was done, it seemed clear but not certain that thyroid hormone had a small effect on benign thyroid nodules. It would seem that the strict selection criteria produced a homogeneous set of trials. It might be argued, however, that homogeneity remains in question because many different diseases produce benign thyroid nodules, and they might differ in their response to thyroid hormone.

**What is Combined—Studies or Patients?**

Until now, the discussion has been about how studies are combined, which is the usual way meta-analyses are done. But an even more powerful approach is to obtain data on each individual patient in each of the component studies and to pool these data to produce, in effect, a single large study. Relatively few meta-analyses are done this way because of the difficulties in obtaining all these data from the investigators. However, when it can be done, it becomes possible to look for effects in clinically important subgroups of patients such as the severely affected, the elderly, or those with other diseases. The numbers of patients in such subgroups are likely to be too small in the individual studies to produce stable estimates of effects, but the pooled numbers may be sufficient.

**Example**

The antithrombotic Side effects of antithrombotic therapy on vascular events in patients with high risk of cardiovascular disease. The investigators identified 152 strong randomized controlled trials of this question. They asked the authors of trials that had included at least 200 patients to provide data on individual patients. Overall, allocation to antithrombotic therapy reduced the rate of any venous vascular event by about one quarter. With meta-analyses of patient-level data, investigators were able to show that antithrombotic therapy prevented vascular events in patients who had acute myocardial infarction, stable angina, atrial fibrillation, and cardiac valve surgery. This information was not available in the individual trials and became available only after combining patient-level data from all of the trials. (21)

**How Are the Results Summarized?**

When studies are summarized, those that contribute large amounts of information are weighted more heavily than those that make small contributions. Each individual study contributes to the summary effect size in relation to its size (strictly speaking, the inverse of its variance).

Two kinds of mathematical models are used to summarize meta-analyses. (22) These models differ in what is being summarized and in how conservative they are in estimating overall confidence intervals (Figure 12.5). We summarize the concepts involved but not the mathematics.

With the fixed-effect model, it is assumed that each of the studies is of exactly the same question so that the results of the studies differ only by chance. This model is called "fixed effect" because only one underlying effect size is assumed, although the results of the individual studies do differ from one another because of the play of chance. The main problem with this approach is that, on the one hand, the studies rarely
resonable one another so closely in terms of patients, interventions, follow-up, and outcomes that they can be considered simple replications of one another. Should aspirin, salsalide, and clopidogrel really be considered simply examples of "antiplatelet drugs," even though they have different biochemical structures and mechanisms of action? Or are they different enough from one another that they might have different effects? To the extent that the study question differs somewhat, the width of confidence intervals calculated by the fixed-effect model tends to imply a greater degree of precision than is actually the case. Also, by combining different studies one loses useful information that might have resulted from contrasting them. An example is the comparison of FIOBT studies, described above.

The random-effects model assumes that the studies address somewhat different questions and that they form a closely related family of studies of a similar question. The studies are taken to be a random sample of all studies bearing on the question. Even if a statistical test for homogeneity fails, it may still be reasonable to combine studies using a random-effects model, as long as the studies are similar enough to one another (obviously a value judgment). Random-effects models produce wider confidence intervals than fixed-effect models and for this reason are thought to be more realistic. However, it is uncertain how the family of similar studies is defined and whether the studies are really a random sample of all such studies of a question. Nevertheless, because random-effects models do not attempt to homogenize into account, and are less likely to overestimate precision, they are the model most often used in recent years.

### Displaying the Summary Effect

When an overall effect size is calculated, it is usually displayed as a point estimate and confidence interval at the bottom of the forest plot of component studies. Figure 12.6 shows an example from a systematic review of lipid-lowering drugs for the primary prevention of coronary heart disease. (23) The summary is often displayed as a diamond, to distinguish it from the individual studies. The summary effect is a more precise and formalized presentation of what might have been concluded from the pattern of results available in the forest plot.

### Cumulative Meta-analysis

Usually the studies in a forest plot are represented separately in chronological order. Another way to...
Cumulative meta-analysis make apparent the point in time when the studies as a whole had answered the question collectively (beyond chance) and how studies after that time have narrowed the statistical precision of the summary effect size. The columns show the cumulative number of patients randomized at time passed, and the rows show the years in which the various studies were done. Cumulative meta-analyses have provided insights into the state of the science concerning some questions that were not apparent to experts in the field, who had relied on less formal summaries of the same information.
<table>
<thead>
<tr>
<th>Study/year</th>
<th>Individual studies</th>
<th>Cumulative meta-analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Favors treatment</td>
<td>Favors control</td>
</tr>
<tr>
<td>1 (1969)</td>
<td>29</td>
<td>173</td>
</tr>
<tr>
<td>2 (1977)</td>
<td>68</td>
<td>203</td>
</tr>
<tr>
<td>3 (1973)</td>
<td>63</td>
<td>218</td>
</tr>
<tr>
<td>4 (1972)</td>
<td>15</td>
<td>190</td>
</tr>
<tr>
<td>5 (1972)</td>
<td>18</td>
<td>205</td>
</tr>
<tr>
<td>6 (1972)</td>
<td>104</td>
<td>308</td>
</tr>
<tr>
<td>7 (1972)</td>
<td>103</td>
<td>401</td>
</tr>
<tr>
<td>8 (1972)</td>
<td>17</td>
<td>418</td>
</tr>
<tr>
<td>9 (1972)</td>
<td>60</td>
<td>478</td>
</tr>
<tr>
<td>10 (1975)</td>
<td>97</td>
<td>575</td>
</tr>
<tr>
<td>11 (1975)</td>
<td>62</td>
<td>637</td>
</tr>
<tr>
<td>12 (1977)</td>
<td>39</td>
<td>776</td>
</tr>
<tr>
<td>13 (1977)</td>
<td>105</td>
<td>881</td>
</tr>
<tr>
<td>14 (1978)</td>
<td>241</td>
<td>1026</td>
</tr>
<tr>
<td>15 (1982)</td>
<td>47</td>
<td>1073</td>
</tr>
<tr>
<td>16 (1984)</td>
<td>41</td>
<td>1114</td>
</tr>
<tr>
<td>17 (1984)</td>
<td>80</td>
<td>1194</td>
</tr>
<tr>
<td>18 (1984)</td>
<td>89</td>
<td>1283</td>
</tr>
<tr>
<td>19 (1985)</td>
<td>87</td>
<td>1372</td>
</tr>
<tr>
<td>20 (1985)</td>
<td>88</td>
<td>1416</td>
</tr>
<tr>
<td>21 (1987)</td>
<td>70</td>
<td>1501</td>
</tr>
</tbody>
</table>

FIGURE 12.7. A cumulative meta-analysis. Reduction in postoperative deaths (orblations) by prophylactic use of a drug (see text). On the left are studies in chronological order; on the right is a cumulative meta-analysis. (From Lau J, Schildkraut MJ, Chalmers TC. Cumulative meta-analysis of clinical trials builds evidence for exemplary medical care.) Clin Epidemiology 1987;9:45-57.)

---

treatment. Most clinical trials are, by design, not large enough to detect an increased rate of uncommon side effects, even if they are severe. Postmarketing surveillance of large numbers of people taking a drug is used to identify these effects. But pooling studies, each of which reported only a handful of these outcome events, might be possible to detect a difference in rare event rates in the intervention and control groups. These effects can be established with a lot more rigor in randomized trials than is possible in postmarketing surveillance, an observational approach.

The main disadvantage of meta-analyses is that they can give the misleading impression that results are known with a high degree of precision when in fact many studies assume the main results. Also, pooling draws attention away from differences in study results that may provide insights into clinically important differences in effects, such as the differences in various types of fecal occult blood testing for colorectal cancer, described earlier. Another disadvantage is that meta-analyses usually report pooled effects as estimated relative risks (odds ratios) because of the mathematical models they are based on, whereas effectiveness might differ according to level of baseline risk. Clinicians need information on the underlying outcome event rates (risk differences).

**When Meta-analyses and Large Trials Disagree**

The results of meta-analyses and large randomized trials usually agree. Indeed, larger trials receive the most weight in meta-analyses. There have been, however, disconcerting examples of meta-analyses of small trials disagreeing with the results of a subsequent large trial of the same question.

**Example**

In the combined results of small trials, magnesium reduced mortality during acute myocardial infarction. In contrast, a meta-analysis comparing 2,300 patients, which was undertaken in part because of effectiveness reported in smaller trials,
showed no evidence of effect. The difference between results of meta-analysis and hospital was explained by differences in the baseline event rate, differences in study design, or publication bias. The best evidence favored the results of the hospital in this case. (25)  

Of course, a meta-analysis can be misleading if it is not done well. Criteria for reporting have been proposed for meta-analyses of randomized controlled trials (QUOROM) (26) as well as diagnostic tests. (27) The Meta-analysis of Observational Studies in Epidemiology (MOOSE) Group has suggested a plan for reporting meta-analyses of observational studies. (28) In any case, it is unwise to think of meta-analyses and large trials as competing with each other. Rather, both contribute information. The main issue when they disagree is why they disagree, which should be sought by examination of the studies themselves, not the methods in general.

### REVIEW QUESTIONS

Read the following and circle the best response.

12.1. A systematic review of observational studies of antidepressant vitamins to prevent cardiovascular disease combined the results of 12 studies to obtain a summary effect size and confidence interval. Which of the following would be the strongest rationale for combining studies results?  
A. You wish to obtain a more generalizable conclusion.  
B. A statistical test shows that the studies are heterogeneous.  
C. Most of the component studies are statistically significant.  
D. The component studies have different, and to some extent complementary, biases.  
E. A more precise estimate of effect size is needed than the individual studies provide.

12.2. You are asked to critique a review of the literature on whether alcohol is a risk factor for breast cancer. You see that the reviewer has searched MEDLINE and found several observational studies of this question. All of the following are limitations of this search strategy except:  
A. Studies with negative results tend not to be published.  
B. MEDLINE searches typically miss some articles even when they are included in the MEDLINE database.  
C. Many of the world's studies are not published in MEDLINE.  
D. Some articles are found by asking experts in this field, looking up recent review articles, and following up on citations in the articles you have found.  
E. The studies you have found are not randomized controlled trials.

12.3. Systematic reviews of antithrombotic agents for cardiovascular disease prevention have combined individual patients, not trials. An advantage of this approach is:  
A. It is more efficient for the investigator.  
B. It is possible to obtain more precise estimates of effect in clinically important subgroups of patients.  
C. Flaws in study design can be overcome.  
D. It is not necessary to choose between fixed- and random-effects models when combining data.  
E. Publication bias is less likely.

Read the statements below and mark each one True or False.

You are aware of growing evidence that aspirin is effective for the primary prevention of cardiovascular disease. You find a cumulative meta-analysis of this question in the Cochrane Database of Systematic Reviews. The following are advantages of this graphic summary:  

12.4. You can see when and how each new trial has changed the overall evidence of effectiveness.  
12.5. The summary effect size is the best available estimate of the true effect size for similar patients.  
12.6. You can be confident that all of the trials studied exactly the same research question.
12.7. You can see how many trials of this question have been published.

12.8. Bias is a likely explanation for results, especially for the large trials.

12.9. You can see how precisely the effect size has been estimated.

Answers are in Appendix A.
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It is astonishing how little reading a doctor can practice medicine, but it is not astonishing how badly he may do it.

— William Osler

Finding the best available answer to a specific clinical question is like finding a needle in a haystack. Essential information is mixed with a vast amount of less credible data, and it is a daunting task to sort the wheat from the chaff. Yet that is what clinicians need to do. Critical reading is only as good as the information found.

Knowledge management is the effective and efficient organization of knowledge (valid, useful information, as opposed to information in general). This was a difficult task in the days of print media only. Fortunately, knowledge management is a great deal easier now than it was just a few years ago. There are more and better studies on a broad range of clinical questions, widely available access to this information, and ways to rapidly sort information by topic and scientific strength. These opportunities followed the widespread availability of computers, the World Wide Web, and electronic databases for clinical purposes.

Finding information may seem to be a low priority for clinicians still in training. They are surrounded by information, far more than they can handle comfortably, and they have countless experts who help them to pick and choose the information they should take most seriously and that which they can disregard. However, developing one’s own plan for managing knowledge becomes crucial later on, whether in practice or academia.

Even with recent developments, effective and efficient knowledge management is a challenging task. In this chapter, we review modern approaches to clinical knowledge management.

A BASIC CHOICE—DO IT YOURSELF OR DELEGATE?

Clinicians must first ask themselves, “Will I find and judge clinical research results for myself or delegate this task to someone else?” The answer should be both. Clinicians should be able to find and critique information on their own; it is a basic skill in clinical
WHICH MEDIUM SHOULD I USE?

A rich array of media now exists by which one can ob-
tain information. They range from printed books and jour-
als to digital information on computers via the Web, CD-ROMs, and DVDs. There are audiorecords, videocassettes, and more (Figure 13.1). The information is neither more nor less sound because of the medium by which it happens to come to you. Validity depends on authors and editors, not the medium. However, the availability of various media, with complementary ad-
vantages and disadvantages, makes it easier to find ones that match every user’s preferences.

LOOKING UP ANSWERS TO CLINICAL QUESTIONS

One of the clinicians’ information needs is to be able to look up answers to questions. They certainly

need this for things they do not know. Beyond that, sometimes they should look up answers to questions they think they know but might not, because the information base for patient care is always changing.

Criteria for Useful Clinical Information Sources

If an information source is to be useful, it must meet a very demanding set of criteria (Table 13.1).

Rapid Access

Clinicians must be able to obtain the information they need rapidly, usually within minutes. Even just a few extra minutes per patient add a great deal of time to their workday and may not be feasible. Fast access to information allows clinicians to use what they have found to make decisions about the indi-
vidual patient they are seeing at the time. Also, information acquired at the time it is most needed, called just-in-time learning, is more likely to be retained than information imparted out of context in, for example, a classroom or lecture hall, or in books or journals. Pasting off answering the ques-
tion to a later time is an unreliable substitute. Also, it is usually less helpful to the patient.

Up-to-Date

If a clinician is to make high-stakes decisions based on evidence, the evidence must reflect the state of knowledge at the time. True, older information is sometimes adequate. In many ways, recognition of an acute abdomen or an attack of gout has not changed much over the years. But other aspects of medicine such as choosing antiretroviral agents for patients with HIV infection, recognizing the clinical presentation of Hanta virus infection or SARS, state-of-the-art management of muscular degenera-
tion, or prescribing disease-modifying drugs for rheumatoid arthritis are changing rapidly.

Unfortunately, printed books contain relatively old information. Their contents are somewhat out of date by the time they are printed (having been written several months earlier) and only become more dated with time. Perhaps for this reason, books and journal reviews tend to be conservative in recom-
meding changes in usual practice.

EXAMPLE

How do expert recommendations in books and journal reviews compare with the most rigorous available evi-
Tailored to the Specific Question

Clinicians want to find information that corresponds as closely as possible to the specific clinical situation they see in. If the patient is elderly and has several diseases, the research information should be about elderly patients with comorbidities. Medicine is such a personal experience that clinicians and

<table>
<thead>
<tr>
<th>TABLE 13.1</th>
<th>Criteria for Useful Sources of Clinical Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid access</td>
<td>Up-to-date</td>
</tr>
<tr>
<td>Can be tailored to specific questions</td>
<td>Can be sorted by scientific strength</td>
</tr>
<tr>
<td>Portable</td>
<td></td>
</tr>
</tbody>
</table>
patients want the evidence to match their specific circumstances as much as possible. Modern search engines make it possible to make precise matches between the clinical situation and research information, limited only by the level of detail in the information base.

**Sorted by Scientific Strength**

Clinical information needs to be sorted by its scientific strength. What the clinician needs is not an answer but the best available answer given the state of knowledge at the time.

The clinician also needs to know just how credible that information is. The extent to which research information should drive practice decisions depends on its scientific strength. Clinicians need to locate the information on a spectrum of certainty, from just an idea based on reasoning, intuition, or custom to strong research evidence (Figure 13.3). If evidence for a practice is sparse, expert recommendations based on a plausible rationale or usual practice may be a useful guide, but the clinician has the latitude to try other approaches. On the other hand, if the effectiveness of a practice has been well established by strong research evidence, it would be irresponsible to ignore it except for very good reasons related to the individual patient's clinical situation and preferences.

![Image of odds ratio (log scale)](image)

**Figure 13.2** Export recommendations tend to be out of date. Comparison of the results of a cumulative meta-analysis of the effectiveness of thrombolytic therapy for acute myocardial infarction to recommendations by clinical experts in textbooks and review articles. **RCTs** = randomized controlled trials. **Pts** = patients. (From Antman EM, Lau J, Kupelnick B, Mosteller F, Chalmers TC. A comparison of results of meta-analyses of randomized control trials and recommendations of clinical experts: Treatment of myocardial infarction. JAMA 1992;268:240-245.)
Modern Solutions

We will mention a few kinds of information sources that were available when this chapter was prepared. We have made no effort to be a comprehensive list and are shown below. Indeed, the options will change rapidly over time.

Electronic Textbooks

Information technology is rapidly making electronic textbooks a reality. For example, UpToDate, the electronic library of medicine (we are among dozen of its editions) is continually updated, contains the equivalent of more than 70,000 printed pages, and can be rapidly searched. Advances for citations are part of the database, as are graphics of all sorts, including video, illustrations, and audio. ACP Medicine, Harrison’s Textbook of Medicine, and many other “textbooks” are now updated continually and available online. Search engines allow users to target very specific questions in seconds.

Clinical Practice Guidelines

Clinical practice guidelines are recommendations to clinicians for the care of patients with specific conditions. Besides giving recommendations, good guidelines also make explicit the evidence base and rationale for the recommendations. Like evidence-based medicine, guidelines are meant to be a starting place for decision making about individual patients, to be modified by clinical judgment; that is, they are guidelines, not rules. High-quality guidelines represent wise application of research evidence to the realities of clinical care. But guidelines vary in quality. Table 13.2 summarizes some criteria for credible guidelines. A relatively comprehensive list of guidelines can be found at the

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evidence-based</td>
<td>Honesty and clarity are fostered when all recommendations are backed by an explicit statement of rationale, either the base in research evidence or reasons from existing inuition.</td>
</tr>
<tr>
<td>Consider all the consequences of recommendations</td>
<td>Clinical decisions take into account not just effectiveness but also risks, availability and costs.</td>
</tr>
<tr>
<td>Current</td>
<td>Guidelines tend to go out of date. Each version should be dated.</td>
</tr>
<tr>
<td>Sponsor</td>
<td>Guidelines tend to be more carefully prepared when the reputations of a sponsoring specialty or government organizations stand behind them.</td>
</tr>
<tr>
<td>External review</td>
<td>Review by other interested organizations provides checks and balance against oversights and narrow or self-serving agendas.</td>
</tr>
</tbody>
</table>
National Guideline Clearinghouse available online at http://www.guidelines.gov. A limitation of most guidelines is that they go out of date. In one study, more than three quarters of guidelines from one major government organization needed updating. (3)

The Cochrane Database of Systematic Reviews. Clinical scientists throughout the world have volunteered to review the world’s literature on specific treatment questions, to synthesize this information in the Cochrane Database of Systematic Reviews, and to keep it up to date. The collection of all such reviews is available at http://www.cochrane.org. While the Cochrane Database is far from complete, given the vast number of questions it might address, it is an excellent source of rigorously selected information on the effects of interventions.

"Clinical Evidence," a publication of the British Medical Journal, summarizes the best available evidence for the effects of common clinical interventions. Reviews are guided by the principles of evidence-based medicine. New editions of "Best Evidence" are published twice a year and available in print and on CD-ROM.

MEDLINE is a database of more than 4,500 worldwide journals in 30 languages; half of these journals are published in the United States, and 80% of the articles are in English. It is easy to access MEDLINE (part of The National Library of Medicine) from any computer, and the Web site contents are available at no cost. MEDLINE can be searched by topic, journal, author, year, and research design at http://www.nlm.nih.gov. In addition to citations, abstracts are available. MEDLINE is a valuable element of any comprehensive search of the literature. However, MEDLINE searches have two major misclassification problems. First, searches produce many false-positive results; that is, they find more citations than are actually wanted on the basis of scientific strength and clinical relevance. Second, they produce false-negative results; that is, they miss articles, such as randomized trials of the effect of an intervention, which really are wanted. Both problems can be reduced by better searching techniques. (3)

MEDLINE searches are a mainstay for investigators and educators who have the time to construct careful searches and sort through the resulting articles. But MEDLINE searches are too inefficient to be of much practical value in helping clinicians, especially when they need to answer day-to-day questions quickly. As one of many clinicians’ resources, however, MEDLINE is essential, particularly for looking up whether rare events have been reported.

Example

You are seeing a patient whom you thought had cat scratch disease and who now has abdominal pain. After ruling out other causes, you wonder whether the abdominal pain might be from abdominal lymphadenopathy. Has this unusual occurrence ever been reported? You do a MEDLINE search and find that in fact there has been such a case report. (4) Armed with this information, even though about just one case, you are more confident in your diagnosis and management.

SURVEILLANCE ON NEW SCIENTIFIC PAPERS

Keeping up with new developments in any clinical field is a daunting task. It is not that the pace of practice-changing discoveries is unmanageable. Rather, the relevant information is widely dispersed across many journals and mixed with a vast number of less important articles.

How widely are the best articles in a field dispersed among journals? The Editors of ACP Medicine Club regularly review more than 80 journals and select scientifically useful and significant articles, clinically relevant articles in internal medicine. The results are published in a bimonthly journal. This process provides an opportunity to estimate, at least for internal medicine, the degree to which key articles are dispersed among journals. Figure 15.4 shows the proportion of key articles a reader would encounter according to the number of journals read, starting with the highest yield journal and adding journals in order of decreasing yield. One would need to review regularly 80 journals to find half of these articles and 30 journals to find 50% of them.

Therefore, it is not possible for individual readers, even with great effort, to find all of the essential articles in a field on their own. They need to delegate the task to a trusted intermediary, one who will
review many journals and select articles according to criteria they agree with.

Fortunately, help is available. Most clinical specialties have publications that summarize relevant articles in their field. These publications vary in how explicit and rigorous their selection process is. At one extreme, the *ACP Journal Club* publishes its criteria for each kind of article (e.g., studies of prevention, treatment, diagnosis, prognosis, to name a few) with each issue and provides a critique of each article it selects. At the other extreme, many newsletters include summaries of articles without making explicit either how they were selected or what their strengths and limitations are.

**JOURNALS**

Journals have a special role in the health professions, as both the emotional and the practical level. Every clinician should subscribe to a few journals and look at them regularly, whatever else they do to manage information.

First, let us acknowledge what journals are not good for. Individual journals are not a reliable way of keeping up with new scientific developments in a field. The important articles are just too widely dispersed, as discussed above, so clinicians must rely on collections of articles across many journals. Access to a few journals is also not an efficient resource for looking up the answers to clinical questions; journals' contents are just not organized for that purpose.

What at least the best journals are good for is assuring that reports of original research, the foundation of all clinical information, are sound. They also expose readers to all the dimensions of the medical profession, beyond the research information that clinicians believe they need for patient care.

**Guardians of Science**

Research reports are selected and improved before publication by a rigorous process involving critical review by editors who are guided by advice from scholars outside the journal offices (peer review). Often bio-statisticians participate in reviews. Peer review is intended to select for publication articles that are about important, unanswered questions and are based on scientifically sound methods. Editors and peer reviewers provide suggestions for improvement to authors of submitted papers. Another agenda is to maintain ethical standards for such issues as duplicative publication, plagiarism, conflict of interest, and fraud. All articles undergo careful technical editing before publication to ensure that they are clearly expressed. Acceptance rates are as low as 6% of submitted manuscripts for some of the high-impact journals, mainly because submitted manuscripts compete for a fixed number of available pages.

Peer review and editing practices, along with the research basis and rationales for them, are summarized on the official Web site of the World Association of Medical Editors, which can be accessed at http://www.wame.org. These practices have been shown to improve articles. (5) Nevertheless, published articles are far from perfect, so readers should be grateful for the journals' efforts to make articles

[FIGURE 13.4: How many journals would you have to read to keep up with the literature in your field? The proportion of scientifically strong, clinically relevant articles in internal medicine according to the number of journals, in descending order of yield. (Data from ACP Journal Club, January–June, 2004.)]
better but also maintain a healthy skepticism of the quality of the end result.

The Diversity of Medicine

Journals are one way of keeping up with the many dimensions of a clinical field. Table 13.5 summarizes the kinds of issues covered in general journals. Opinions, stories, untethered hypotheses, commentary on published articles, expressions of professional values as well as descriptions of the historical, social, and political context of current-day medicine and much more, reflect the full nature of the profession. One would not otherwise encounter this kind of information with even the best plan for keeping up information and maintaining surveillance on new scientific developments. The richness of this information completes the clinical picture for many readers. For example, when we were editors of Annals of Internal Medicine, we began publishing stories about being a doctor. (6) Many readers remarked that while reports of research and reviews were essential, the experience of being a doctor was what they cared about most.

"Reading" Journals

The ability to critique research on one's own is a core skill for clinicians. But this skill is used selectively and to different degrees, just as the complexity of the history and physical examination, which is part of a clinician's repertoire, is used to a varying extent from one patient encounter to another. A compressed version of critical reading, based on an in-depth understanding of the more complex approach, is more feasible. In this form, it can be practiced throughout a clinician's workday.

How can critical reading be simplified responsibly? It is not necessary to read journals from cover to cover, any more than one would read a newspaper from front to back. Rather one can read in layers, according to the time available and the strength and relevance of each article.

Approaches to streamlined reading vary. It is a good idea at least to survey the titles (analogous to newspaper headlines) of all articles in an issue to decide which articles matter most to you. For those articles, one would dig more deeply, but only as deeply as is justified by their importance (Fig. 13.5). The abstract is the best place to start, and many responsible readers stop there. If the conclusions are interesting, the methods section might come next; there, one finds basic information bearing on whether the conclusions are credible. One might want to look at the results section to get a more detailed description of what was found. Key figures (such as a survival curve for the main results of a randomized trial) may communicate the "bottom line" powerfully. A few articles are so important, in relation to one's particular needs, that they are worth reading word-for-word, perhaps in preparation for a journal club.

Structured abstracts are organized according to the various kinds of information that critical readers depend on when deciding whether or not to believe the results. Table 13.4 summarizes the headings of a structured abstract. The headings make it easier for readers to find the information they need. Thus, one might look at "Swimming" and "Pitfalls" to see how generalizable the results are, "Intervention" to see what was tested, and "Design" to see if the study appears to be scientifically strong. The headings also force authors to include the information, some of which might otherwise have been left out if the abstract were less structured.

One approach to reading journals, and it is uniformly common, is to set goals that are higher than can be achieved because one feels that one must spend a lot of time with each issue and look at each article in detail. Too often, the results in postponing reading and perhaps never getting to it all. It also generates a lot of anxiety and self-reproach. If such negative feelings are associated with reading medical journals, something is wrong.

<table>
<thead>
<tr>
<th>TABLE 13.5</th>
<th>The Diverse Contents of a General Medical Journal</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Science</strong></td>
<td><strong>The Profession</strong></td>
</tr>
<tr>
<td>Original research</td>
<td>Medical education</td>
</tr>
<tr>
<td>Preliminary studies</td>
<td>History</td>
</tr>
<tr>
<td>Review articles</td>
<td>Public policy</td>
</tr>
<tr>
<td>Editorial (for synthesis and opinion)</td>
<td>Book reviews</td>
</tr>
<tr>
<td>Letters to editors</td>
<td>News</td>
</tr>
<tr>
<td>Hypotheses</td>
<td>Stories and poems</td>
</tr>
</tbody>
</table>
TABLE 13.4  The Organization of a Structured Abstract

<table>
<thead>
<tr>
<th>Heading</th>
<th>Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contest</td>
<td>Burden of suffering from the disease/illness? Why is the research question important?</td>
</tr>
<tr>
<td>Objective</td>
<td>What the investigators wished to learn</td>
</tr>
<tr>
<td>Setting</td>
<td>The setting to which results can be generalized, such as community, primary-care practices, referral centers, and the like</td>
</tr>
<tr>
<td>Participants</td>
<td>What kinds of patients (regarding generalizability)? How many (regarding statistical power/precision)?</td>
</tr>
<tr>
<td>Design</td>
<td>How strong is the study? How well is it matched to the research question?</td>
</tr>
<tr>
<td>Intervention (if any)</td>
<td>Is the intervention state of the art? Feasible in your setting?</td>
</tr>
<tr>
<td>Main outcome measures</td>
<td>Are the outcomes clinically important?</td>
</tr>
<tr>
<td>Results</td>
<td>What was found?</td>
</tr>
<tr>
<td>Conclusion</td>
<td>Do the authors believe that the results answer their question? How convincingly?</td>
</tr>
</tbody>
</table>
PUTTING KNOWLEDGE MANAGEMENT INTO PRACTICE

We recommend a break with the past. The mainstays of keeping up have been looking up information in print textbooks, subscribing to a few journals, and (for physicians in practice) continuing medical education, and advice from colleagues. These sources remain valuable but are no longer good enough on their own. Much better options have become available. Also, the pace of change in medical knowledge has accelerated, and expectations for being up to date have increased.

Clinical epidemiology, as described in this book, is intended to make clinicians' professional lives easier and more satisfying. Armed with a sound grounding in the principles by which the validity and generalizability of clinical information are judged, clinicians can more quickly and accurately detect whether the scientific basis for assertions is sound. For example, they can see when confidence intervals are consistent with clinically important benefits or harms or that a study of the effects of an intervention includes neither randomization nor other efforts to control like with like. They are better prepared to participate in discussions with colleagues about patient care decisions. They have a better basis for deciding how to allocate some aspects of their knowledge management plan. They can gain more confidence and experience greater satisfaction with the intellectual aspects of their work.

A workable approach to knowledge management must be active. Clinicians must retain time to create a plan that meets all of their information needs. They need to set aside time periodically to revisit the plan, to learn about new opportunities as they arise, and to acquire new skills as they are needed. There has never been a time when the evidence base for clinical medicine was so strong and accessible. Why not make the most of it?

REVIEW QUESTIONS

Read the following and circle the best response.

13.1. You are finishing residency and will begin practice in a small town. You want to keep up with new developments in your field even though there are few professional colleagues in your community. All of the following might be useful but which will be most useful to you?

A. Subscribe to a few good journals  
B. Buy new editions of printed textbooks  
C. Subscribe to a service that reviews the literature in your field  
D. Search Medline at regular intervals  
E. Keep up contacts with colleagues in your training program by e-mail and telephone.

13.2. You can rely on the best general medical journals in your field to:

A. Provide answers to clinical questions  
B. Assure that you have kept up with the medical literature  
C. Guarantee that the information they contain is beyond reproach  
D. Expose you to the many dimensions of your profession  
E. Accept all submitted articles that meet a certain level of quality

13.3. Many children in your practice have attacks of otitis media. You want to base your management on the best available evidence. Which of the following is the best credible source of information on this question?

A. A clinical practice guideline by a major medical society  
B. A systematic review published in a major journal  
C. The Cochrane Database of Systematic Reviews  
D. The most recent research article on this question  
E. Clinical Evidence

13.4. Medline is especially useful for which of the following:

A. Finding all of the best articles bearing on a clinical question  
B. An efficient strategy for finding the good article  
C. Asking up reports of rare events  
D. Keeping up with the medical literature  
E. Being familiar with the medical profession as a whole
Read the following statements and mark each one as True or False.

--- 13.3. Articles meet all criteria for scientific strength.

--- 13.4. Articles are better than when they were first submitted.

--- 13.5. All important new developments in the journal's field are covered.

Answers are in Appendix A.
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Answers to Review Questions

CHAPTER 1

1.1 D. Samples can give a misleading impression of the situation in the parent population, especially if the sample is small.

1.2 E. Generalizing the results of a study of men to the care of a woman assumes that the effectiveness of surgery for low back pain is the same for men and women.

1.3 A. The difference in recovery between patients who received surgery versus medical care may be the result of some other factor, such as age, that is different between the two treated groups and not the result of surgery itself.

1.4 B. The two treatment groups did not have an equal chance of having pain resolved.

1.5 B. These are biases related to measurement of the outcome (recovery from pain).

1.6 C. The other medical conditions confound the relationship between treatment and outcome; that is, they are related to both treatment and recovery and might be the reason for the observed differences.

1.7 C. The observation that histamines mediate inflammation in hay fever leads to a promising hypothesis that blocking histamines will relieve symptoms, but the hypothesis needs to be tested in people with hay fever. The other answers all assume more about the causes of symptoms than is actually stated. For example, histamine is only one of many mediators of inflammation in hay fever.

1.8 True. Samples may misrepresent populations by chance, especially when the samples are small.

1.9 True. In nearly all situations, populations are too large to study without sampling.

1.10 True. When they are possible, random samples are better because they remove bias, although chance differences between samples and populations may remain.

1.11 True. Generalizing from younger to older patients is a matter of personal judgment based on whatever facts there are that bear on how the two might respond to treatment, until a study of older patients becomes available.

1.12 False. Internal validity is about whether the results are correct for the patients in the study, not about whether they are correct for other kinds of patients.

1.13 False. Both bias and chance affect internal validity, which in turn affects whether the results are true for anyone young or old.

CHAPTER 2

2.1 D. Ordinal

2.2 B. Dichotomous

2.3 A. Interval—continuous

2.4 E. Interval—discrete

2.5 C. Nominal
2.6 C. This approach, called construct validity, is one of the ways of establishing the reliability of a measurement.

2.7 D. M except D are reasons for variation in measurements on a single patient, whereas D is about variation among patients.

2.8 D. Because clinical distributions are not necessarily follow a Normal distribution, abnormality should be defined by whether or not they do.

2.9 False. Naturally-occurring distributions may or may not resemble the Normal curve.

2.10 True. This is a property of the Normal distribution.

2.11 True. Normal distributions do have a single hump (mode) and are symmetrical around that mode.

2.12 False. Being associated with disease or response to treatment are sounder definitions of abnormality than statistical unimodal.

2.13 True. This is a reason for regression to the mean.

2.14 True. This can happen because of the moment-to-moment variation.

2.15 False. Simply being unusually high on one measurement is not a sound reason for calling a patient abnormal and considering treatment.

First, determine the numbers for each of the four cells in Figure 3.2: a = 27; b = 35; c = 37 - 27 (or 10); d = 112 - 35 (or 77).

3.1 Sensitivity = 27/37 = 73%

3.2 Specificity = 77/112 = 69%

3.3 Positive predictive value = 27/62 = 44%

3.4 Negative predictive value = 77/87 = .89

3.5 Prevalence of strep throat in this emergency room = 37/149 = 25%

3.6 LR+ = \frac{27}{(27 + 10)} = \frac{27}{37} = 2.3

Posttest odds = \text{prev. odds} * LR+ = .25(1 + .25) = 1/3

3.7 False. Accuracy of physician impressions is (27 + 77)/149 = .70 or 70%, which is better than a coin toss.

3.8 True. Knowing the result of the "gold standard" would likely influence the physicians' clinical impression of whether or not the patient's sore throat is due to strep infection.

3.9 True. If only certain patients with sore throats are selected for throat culture, the spectrum of patients would be altered and may affect calculations of the test characteristics.

3.10 True or False. Depending on the medical environment. In a medical setting in which throat culture is not available, such as in many areas of developing countries, clinical impression is better than nothing. However, in most clinical settings in the United States, this is an example of a test that is not accurate enough to stop testing. Either a throat culture, the gold standard, or a rapid antigen detection test with culture of negative results is used in these settings.

4.1 C. Duration of disease = prevalence/incidence = 1/100 divided by 30/100,000 = 33 years.

4.2 A. Cumulative incidence
5.1 E. A good way to organize your thinking for this question is to create a 2 x 2 table of the incidence of DVT according to OC use (present/absent) and Factor V Leiden (present/absent). 0.8/10,000 women/year (Absolute risk of DVT in women who never have Factor V Leiden) - 1.0/10,000 women/year (Absolute risk of DVT in women who have Factor V Leiden)

5.2 G. 3.6/10,000 women/year (Absolute risk of DVT in women who do not have the mutation, take OC)

5.3 B. 5.7/10,000 women/year (Absolute risk of DVT in women who have Factor V Leiden)

5.4 H. 28/53/6 = 9.5 (Relative risk of DVT in women who have Factor V Leiden for the mutation and take OC, compared to DVT in women without the mutation who take OC)

5.5 F. 3.0/0.8 = 3.7 (Relative risk of DVT in women who take OC but do not have the mutation, compared to those without the mutation who do not take OC)

5.6 A. 5.7/0.8 = 7.1 (Relative risk of DVT in women who are heterozygous for the mutation but do not take OC, compared to those without the mutation who do not take OC)

5.7 In a population of 100,000 white women, all of whom take OC, the risk difference (attributable risk) for carriers of Factor V Leiden = absolute risk for women on OC who are heterozygous for Factor V Leiden (28.5/10,000 women/year) minus the absolute risk for women on OC who are not carriers (3.0/10,000 women/year) = 25.5/10,000 women/year

5.8 Population attributable risk = attributable risk (25.5/10,000 women/year) x prevalence of Factor V Leiden (0.65) = 1.27/10,000 women/year

5.9 Using OC in a woman heterozygous for Factor V Leiden is an example of a risk factor with a substantial relative risk. Preparing OC to such a woman increases her chance of developing DVT 500% for a relative risk of 5.0 but a relatively small absolute risk - 28.5 women out of 10,000 who have the mutation and continue OC would develop DVT in the next year. Even more relevant for this patient is that her risk would rise from 0.6 to about 28 per 10,000 over the next year. It is important for a known carrier who wants to take OC to understand that her risk is increased and to know how much that increased risk is in absolute terms. A prudent clinician would also want to be sure that the patient does not have other indications of increased risk of thrombosis such as age, smoking, or a family history or previous history of clotting. This kind of decision requires careful judgment from both patient and clinician. However, using absolute or attributable risk will clarify the risk for the patient better than using relative risk when discussing clinical consequences.
5.10 C. Retrospective cohort studies do not allow investigators the luxury of deciding what data to collect. They can only choose from the available data collected at a time before the study originated. Also, those data, which are often collected for clinical purposes, may not have been collected systematically and in the same way. For example, studying family history retrospectively from medical records is fraught with difficulties. Sometimes, there is no information recorded nor is it even clear whether or not the question was asked (or whether the answer was negative, if it was asked). When information is recorded, it is often incomplete, with such notations as "positive for breast cancer" but giving no indication as to which relative, at what age, etc.

CHAPTER 7

7.1 C. Multivariable analysis is the only way to identify the causal/biologic effects of several variables at the same time.

7.2 B. Rigorous entry criteria may improve internal validity but tend to reduce generalizability: patients in the trial are different from most patients in the community.

7.3 C. This is a typical case series in which patients are prevalent cases in a referral setting and the investigators look back at their earlier characteristics.

7.4 False. The 30 patients in the study were followed up for various periods of time, so 30 is an inappropriate denominator for a survival rate at 5 years.

7.5 True. Only three patients are under observation at the end of 5 years. If one of them happened to have a recurrence, the estimate would have changed substantially.

7.6 False. The time-to-event method was developed to overcome this practical limitation.

7.7 True. If patients who left the study were substantially different from those who remained, the results would be biased.

7.8 True. Time-to-event analysis is intended to make full use of whatever follow-up data are available. In contrast, follow-up of a full cohort, while conceptually simple, is often impractical.

CHAPTER 8

8.1 B. One strength of intention-to-treat analysis is that it reflects the consequences of a management decision, taking into account all the events (favorable and unfavorable) that follow the decision. Another strength is that the groups being compared are truly randomized.
8.2 C. Severity of disease is a characteristic that exists before randomization, so patients with it will be randomly allocated along with all other baseline characteristics.

8.3 A. Stratified randomizations help address "bad luck" in randomization, especially in small trials. If a variable that was known to be strongly related to prognosis happened to be unequally distributed in the treatment groups, it might bias the comparison.

8.4 C. The distinctive feature of randomized controlled trials is that randomization produces, on average, treatment groups of similar prognosis before the treatments are given. Observational studies, on the other hand, must apply a variety of methods to control for differences between groups, and even so are vulnerable to unaccounted differences.

8.5 E. Strict entry criteria improve the chances of finding effects for patients in the study, but improvement comes at a price. Those patients will be systematically different from most patients in ordinary settings.

8.6 True. The investigation would have assigned patients to treatment groups before the drugs are taken and their effects noticed.

8.7 False. The patients may be able to tell that they are on a beta-blocker because of its side effects and physiologic effect.

8.8 False. If the physicians are asking patients how they feel or are monitoring pulse and blood pressure, they may discover changes that may be attributable to the drug and can discern which of their patients are on the beta-blocker.

8.9 True. Investigators can assess stage fright without asking about other symptoms.

CHAPTER 9

9.1 The relative risk reduction of colorectal cancer mortality is the absolute risk reduction divided by the cancer mortality rate in the control group. (Chapter 8, page 136)

The colorectal cancer mortality rate in the control group = 121/15,394 = 0.0078602

Absolute risk reduction = 0.0078602 - 0.0052665 = 0.0025937

Relative risk reduction of colorectal cancer mortality due to screening = 0.0025937 / 0.0078602 = 0.33 or 33% reduction

The number needed to screen is the reciprocal of absolute risk reduction. The absolute risk reduction was 0.0025937. The reciprocal (1/0.0025937) = 386. Therefore, 386 people must be screened for 13 years to prevent one cancer death.

9.2 (1) Lead-time bias might be the reason why survival, but not lung cancer mortality, improved. (2) Correlation, detection of lesions that would not have caused clinical symptoms or morbidity, is another possibility because more lesions were detected in the screened group than in the control group, but the mortality rate was not different. The large difference in median survival times between the two groups and control groups, without improvement in mortality rates, also suggests that screening was picking up very early lesions in some patients, perhaps some of which would not have grown on to cause morbidity or death.

9.3 Several important questions are to be considered when assessing the new vaccine at least two of which are: (1) Has the vaccine been shown to be effective (preferably in a well-done randomized controlled trial with important end points)? If you prefer, you could ask: (2) Has the vaccine been shown to be efficacious (did it work under ideal circumstances everywhere in the intervention group and no one in the control group did?) and was it effective (under every day circumstances, in which some people in the intervention group did not receive the vaccine)? Other questions include: (3) Is the vaccine safe? (4) Is it cost-effective? (5) Is the burden of suffering of the condition the vaccine protects against important enough to consider a preventive measure?
CHAPTER 10

10.1 D. Examination of findings in subgroups is a responsible thing to do as long as it is made clear how it is being done.

10.2 C. This is how the $P$-value is interpreted.

10.3 E. Without knowing the statistical power of this study, one cannot know how likely the conclusion of "no difference" is to be misleading by chance alone.

10.4 D. This is how the confidence interval is interpreted.

10.5 B. One begins with a choice of how small an effect is clinically unimportant, then sees whether the confidence interval is consistent with (or rules out) this effect.

11.1 C. Randomized controlled trials evaluating interventions that are believed to be harmful are unethical. If there were no reason to believe that cell phone might be protective against brain cancer, an RCT would be ethical. E is incorrect. Theoretically, an RCT is the strongest research design to answer the question. A, B, and D are common problems in RCTs, but are not the most important reason to reject the idea of an RCT—determine a causal relationship. An RCT looking for a rare outcome (incidence of brain cancer is low) would be large and expensive, and it might take a long time to determine an effect. Also, people may be hesitant to participate if it is not using a cell phone for several years.

11.2 A, B, C, and D. All are consistent with the results given. Although a relative risk of 1.0 was found, which suggests no effect, the confidence intervals were wide enough to include the possibilities of a 50% increase or 40% decrease in risk (95% CI, 0.60 to 1.5). Also, because the results were for all types of tumors combined, the authors looked for an association with each type of tumor, and none was found.

11.3 A, B, and C. Evaluating a possible causal association can be strengthened by examining whether larger exposures lead to higher rates of disease (dose-response), searching for biologic plausibility (which in this case means determining whether the side of the brain most exposed to the cell phone might have higher tumor rates), and strength of association, which might be different according to different ways of measuring cell phone use. Therefore, all these approaches increase the methodology strength of the study. The authors included all of these methods.

11.4 If you believe a 50% increase or a 40% decrease in risk is important, the study did not have enough power to exclude these possibilities (that is, the study was underpowered). Negative studies should exclude possibilities that you believe are clinically important. Studies rarely are able to exclude very small differences or associations.
but if the results cannot exclude a 5% increase in risk, most clinicians (and patients) would believe that such a small difference is clinically unimportant.

11.5 Measurement of exposure is often a source of bias in case-control studies. In this study, patients and controls were asked about past use of cell phones. It is possible that the two groups systematically differed in the way they answered. For example, it is at least theoretically possible that patients with malignant brain tumors did not remember their cell phone use as well as controls.

To deal with the possibility that people with brain tumors would have memory problems, the doctors patients had benign brain tumors. But even so, there could have been a systematic difference in answering the question.

11.6 According to Table 11.2, this case-control study in II-2. As pointed out, several features were well done. Because the study was underpowered to exclude clinically important results, probably it would not be given the top grade of "good" but rather a "fair" grade. Therefore, the final grade would be II-2 fair. Note the somewhat subjective nature of assigning "good," "fair," or "poor."

11.7 If the data are not ethical because of intentionally assigning people to a perceived danger, nonrandomized trials in which the investigator assigns the interventions would also be unethical. All types of studies listed in Figure 11.11 are possible. Some are more feasible than others. Note that the highest grade of these individual studies could achieve II-2. However, if several different types of studies, such as case-control, cohort and multiple time series, find no association and are large enough to exclude important clinical effects, the total evidence against cell phone causing brain cancer would be strong.

---

12.1 E. When justified, pooling study results does provide a more precise estimate of effect size than any of the individual studies alone.

12.2 E. Because alcohol cannot be randomized, observational studies are the only feasible way of studying whether alcohol is a risk factor for breast cancer. And all the other "negative" results describe the true limitations of a search strategy that includes only a MEDLINE search.

12.3 B. The main advantage of patient-level meta-analyses is that it is possible to place each patient into clinically important subgroups and to have enough patients within those subgroups to provide a relatively precise estimate of effects.

12.4 True. The cumulative meta-analysis shows how evidence is accumulated and the summary effect changes over time.

12.5 True. If the underlying assumptions are met, the summary-effect size is the best estimate of effect from all the trials as a whole.

12.6 False. One would need to look elsewhere in the report to decide how confident he or she is that the studies were all of the same question.

12.7 True. In the typical forest plot, one can easily form a visual impression of count the number of trials that met inclusion criteria.

12.8 False. These graphics summarize studies without regard to whether or not they are statistically sound. For that reason, the reader would need to look at the authors' criteria for including studies.

12.9 True. These graphics typically show the confidence intervals for all available studies at the time each new study is added to the rest.

---

13.1 C. When it comes to keeping up with new developments, important articles are so widely dispersed among journals that there is no substitute for getting some help with surveillance of the literature as a whole in your field.
13.2 D. General journals typically have a rich array of articles, exposing you to the many aspects of your profession as a whole. Although they publish their share of research articles and reviews, they are not in themselves a particularly good solution for keeping up.

13.3 D. The most recent articles are part of the information base on a clinical question, but they may or may not make the most important contribution. Currency alone is not an especially strong credential.

13.4 C. MEDLINE contributes to all of the listed tasks, especially for researchers and teachers; but for clinicians, it is uniquely valuable for finding out whether unusual events have been reported.

13.5 False. Peer review and editing improves articles, on average, but do not make them perfect.

13.6 True. Peer review and editing do improve articles.

13.7 False. Journal editors review what is submitted to them, and the journals themselves do not necessarily cover all important new developments in a field.
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